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Abstract  

Manufacturing industry data are distributed, heterogeneous and numerous, result-

ing in different challenges including the fast, exhaustive and relevant querying of 

data. In order to provide an innovative answer to this challenge, the authors con-

sider an information retrieval system based on a graph database. In this paper, the 

authors focus on determining the essential functions to consider in this context. 

The authors define a three-step methodology using root causes analysis and reso-

lution. This methodology is then applied to a data set and queries representative of 

an industrial use case. As a result, the authors list four major issues to consider 

and discuss their potential resolutions. Keywords:   Manufacturing data – Infor-

mation Retrieval – graph database – Query system 

1 Introduction 

The volume of data generated by the manufacturing industry is large and in-

creasing; it represents 3.6 EB in 2018 and will increase by 30% for 2025 [1]. The 

organization of companies in silos (justified by the need for specialization of the 

different business) generates data that is both distributed and heterogeneous. A 

part of data is managed by different information system (PDM, ERP, MES…) and 

generate structured data, while the other data are unstructured data (text, image, 

3D …). In addition, the data can be explicitly linked to each other (like in the par-

ent-child relations of a digital mock-up) or implicitly linked (like between the 3D 

of a component and its user manual). 

To perform their work, employees have to query the data in order to retrieve the 

needed information. This task becomes complicated and time consuming due to 
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the increasing volume of data, which are heterogeneous and are saved in distribut-

ed resources. To solve these issues, it is necessary to define a data querying sys-

tem that deliver exhaustive and relevant data as fast as possible.  

 

To address this challenge, the authors worked to draw up the list of bare mini-

mum issues to consider when defining the optimal framework. This paper is orga-

nized as follows: section 2 defines the main orientations chosen based on a state-

of-the-art analysis. Section 3 describes the methodology used to draw up the list of 

issues. Section 4 describes the experimental conditions and presents the results. 

Section 5 concludes with discussion. 

2 Graph database consideration  

Querying information can be achieved through Information Retrieval Systems 

that need to access to data in order to provide the most relevant one. This objective 

is reached by managing the data in NoSQL databases rather than traditional rela-

tional databases, as the former is faster, more efficient and flexible [2]. The main 

categories of NoSQL like column database, key-value store and document-

oriented database includes indexing and quick access to the information but lack 

expressing of the relationships between data in their schema. The graph databases 

answer to this issue and consequently are the more suitable in our context. 

 

To emphasize the benefit of the graph database, different researches have shown 

the importance of analyzing data with strong relational nature as in [3], applied in 

different manufacturing use cases as in [4]. Other works define a framework to 

allow data querying by transforming structured data [5] and unstructured data [6] 

into a graph, with enrichment by data linkage [6] with possible using ontologies 

for example in [7]. In this article, the authors aim to define the prerequisites for a 

manufacturing query-data system by answering this question : “What are the min-

imum issues to be taken into account for a querying manufacturing data system 

based on the graph database?” 

3 Methodology 

In order to define only the bare minimum issues to consider when defining the 

query system, an iterative method has been implemented. This method is detailed 

below: 

 

(1) Integration of data into a graph database. The data includes the minimum of 

information at initialisation (only metadata without text content). Metadata 
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means all the properties carried by unstructured data and all metadata carried 

by structured data. Thus, each data is transformed into a node and each 

metadata integrates the properties of this node. On the other hand, the explicit 

relationships of relational databases are translated into relations between 

nodes (see Figure 1.). 

(2) Application of queries to the graph database, here refers to the translation of 

the user query adapted to the graph. Query transformation includes, in par-

ticular, the path of relations between data (e.g. : query = employees related to 

‘additive manufacturing’ become finds the nodes mentioning ‘additive manu-

facturing’ and linked to nodes carrying employee information and return the 

employee information) and the search for either a list of data (e.g.: query = 

battery) or a specific element within a data (e.g.: query = price of battery). 

The notion of an element is translated by the search for the associated proper-

ty (value of the property ‘price’) and the sentences identifying the element 

(“the price of battery is […]”). Natural Language Processing (NLP)[8] tools 

will be used here to find the sentences. 

(3) The evaluation of the proposal is conducted based on three requirements that 

are the response time (between the submission of the query and the result dis-

play), the completeness and the relevance of result (using precision1 and re-

call2 measures). The latter are calculated based on the expected results that are 

manually defined. When the results are below the accepted limits, the analysis 

of each error is then made (excess or missing data and too long execution da-

ta) in order to detect the root causes based on the Ishikawa diagram meth-

od3[9]). A score is then established by root cause according to its impact on 

the results (calculated with the number of errors associated with this root 

                                                           
1 The precision is the number of relevant documents found compared to the total number of docu-

ments proposed in the result for a given request. 

2 The recall is defined by the number of relevant documents found with regard to the number of 

relevant documents in the database. 

3 Method of analysis used to research and to represent the different possible causes of a problem. 

Figure 1 - Data set transformation into the graph at initialization 
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cause over the total number of errors). Once, this list of root causes is identi-

fied, it allows to define the main issues to be treated. 

4 Experimentation conditions and results 

The study was based on a dataset composed of 686 elements, representing data 

from a drone manufacturing company, and distributed as following: 47% unstruc-

tured data including spreadsheets, videos, photos and textual documents; 22% tree 

structure data; 17% of data from relational databases and 15% of geometrical data. 

All these elements represent the data necessary for the development of a mechani-

cal system (from design to prototyping through logistics, purchasing and project 

management). 19 queries have been written in response to innovative use cases 

characterized by Capgemini4 (e.g.: a designer is looking to identify the product re-

quirements or the justification for a product, a manager looking for identify an 

available team with the right skills, a salesperson looking for a customer’s usage 

parameters, etc.). The expected performance thresholds are less than 1 second for 

time; this was fixed according to study conclusions on the impact of response la-

tency in web search [10]. The tools used are Neo4J5 for storage and querying in a 

graph database and Standford CoreNLP6 for the exploitation of natural language. 

These tools are open source and relatively well documented. 

After the first cycle of the methodology, the results are insufficient (see Table1). 

Analysis of the results of this first cycle has shown that more than half of the 

anomalies are caused by the lack of textual content of the data in the graph data-

base. For example, the search for the battery reference does not give any result be-

cause the information is carried by the content of an excel named “Bill of Materi-

als”. In order to treat this issue, a second cycle was therefore launched to integrate 

the text content of unstructured data. The text content is extracted using Apache 

Tika7 as a parsing tool (to extract text from a document) and Tesseract8 as an Op-

tical Character Recognition Tool (to extract text from an image). Then the extract-

ed text is integrated into the graph by adding a property named ‘content’ to each 

node.  

 The results of this second cycle are visible in Table 1 and the list of root causes 

is listed in Table 2. It is possible to remove the cause (6), only cause of which at 

least one element of the initial architecture is supposed to be resolved (an optimi-

zation of OCR is necessary). The remaining root causes therefore provide the list 

of the bare minimum issues to be resolved.  

                                                           
 4 Company of digital services in the manufacturing industry. 

5 https://neo4j.com  
6 https://standfordnlp.github.io/CoreNLP/  

 7 https://tika.apache.org/ 

8 https://opensource.google/projects/tesseract 

https://neo4j.com/
https://standfordnlp.github.io/CoreNLP/
https://tika.apache.org/
https://opensource.google/projects/tesseract
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Table 1 - First and second cycles results 

 

 

 

 

 

 

Table 2 - Second cycle root causes 

Root causes Anomalies distribution 

(1) No highlighting performed on the most relevant result 26% 

(2) The information carried by the table format is not used 24% 

(3) Information is carried by a term close to the keyword 19% 

(4) The property carrying the information is close to the keyword 13% 

(5) Searching through the implicit relationships is impossible 9% 

(6) The OCR algorithm didn't extract the correct characters 7% 

(7) Extracting bulleted lists extraction is not correct 2% 

5 Discussion 

At the end of the second experimental cycle, 7 root causes remain present. The 

authors propose to classify them into 4 large families. Each one has a potential ac-

tion plan in order to enhance the response time, recall and precision. The authors 

propose to prioritise, at first, the actions affecting both precision and recall: 
(a) Extracting text without format is not enough. The cause (1) indicates that it 

is necessary to translate the information carried by the table format (rows and 

column) in order to use it in query. For example, to detect a reference con-

tained in a specific cell of a bill of materials. Cause (7) indicates that bulleted 

lists processing is necessary for the performance of the chosen NLP tools. The 

table format and bulleted lists must be transformed to be used. 

(b) Searching for exact keyword or exact property is not enough. Causes (2) 

and (4) indicate that reconciliation between different terms is necessary. For 

example, if the term ‘reference’ is used in the query, the term ‘Part Number’ 

must also to be searched. The use of a semantic network as an ontology could 

resolve part of the errors [11].  

(c) There is no order by relevance in the results. Cause (3) indicates that un-

expected results (but potentially relevant) are displayed in the same way as 

expected results. For example, searching for the battery reference provides 

many results with the terms "reference" and "battery" in the content, but these 

results are far from the information being searched for. pre-labelling of data 

or additional filtering can be a solution. 

 Cycle 1 Cycle 2 

Response time (ms) 5790 16978 

Precision 0.50 0.44 

Recall 0.01 0.31 
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(d) The implicit links between data must be exploitable. In some cases, related 

elements such as an element's functional reference and its supplier reference 

are disjoined in the different enterprise systems. In order to resolve the cause 

(5), the integration of the implicit relationships between data must be inte-

grated into a graph. 

The defined actions have a direct impact on increasing the precision and recall re-

quirement and probably have a negative impact on the response time.  

 
In conclusion, the above action list allows considering the essential functions for a 

query system construction, based on data graph and adapted to manufacturing da-

ta. This list was obtained according to the methodology described in section 3, 

with a heterogeneous, distributed and relational data set and by applying queries in 

response to expected uses in the manufacturing industry.  
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