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Abstract Manufacturing industry data are distributed,
heterogeneous and numerous, resulting in different chal-
lenges including fast, exhaustive and relevant querying

of data. In order to provide an innovative answer to this
challenge, the authors consider an information retrieval
system based on a graph database. In this paper, the

authors focus on determining the key issues to consider
in this context. The authors define a three-step method-
ology using root causes analysis. This methodology is

then applied to a data set and queries representative of
an industrial use case. As a result, the authors list four
main issues: (i) semantic extension of keyword search,

(ii) the treatment of syntactic heterogeneity contained
in unstructured data, (iii) the results treatment by rel-
evance order and (iv) the detection of relationships be-
tween a priori unrelated data. The authors conclude

by discussing potential resolutions of these four issues,
suggest adapting the methodology used in the paper to
evaluate a future proposal, and finally open the pos-
sibility of using the results beyond the manufacturing
domain.

Keywords Manufacturing data · Information re-
trieval · Graph database · Query system · Heteroge-
neous data

1 Introduction

The collection of information across the product lifecy-
cle benefits interactive engineering [1] and manufactur-
ing [2]. The volume of data generated by the manufac-
turing industry is large and increasing; it represents 3.6
exabytes in 2018 and will increase by 30% in 2025 [3].
The acquisition of sensor data in real time, key tools of

the fundamental concepts of Industry 4.0 [4], reinforce
this volume. Justified by the need for specialisation of
the different businesses, the organisation of companies

in silos generates data that is both distributed and het-
erogeneous. According to the definition of structured
and unstructured data given by Kassner et al. [5], part

of the data is managed by information systems (PDM1

, ERP2, MES3 . . . ) and generate structured data, while
the other data are unstructured (text, image, 3D . . . ).

Moreover, the data can be (i) explicitly linked together
as in the parent-child relationships of a digital mock-up
or (ii) implicitly linked as between the 3D of a compo-

nent stored in a database and the user manual of this
component stored in another database.

To perform their work, employees have to query

the data to retrieve the necessary information. This
task becomes complicated and time consuming due to
the increasing volume of heterogeneous data stored in
distributed resources. The time spent by an employee
searching for information has been estimated at 16%
of their working time in [6]. To solve these issues, it is
necessary to define a data query system that provides

exhaustive and relevant data as fast as possible.

To address this challenge, the authors have worked
to draw up the list of bare minimum issues to be con-

sidered to define the optimal framework. Indeed, until
now, different works have listed the issues related to
enterprise search based on literature [7] or on employee
interviews [8]. The authors, after having chosen an ori-
entation particularly adapted to the context, propose
in this paper an experimental process to obtain this
list which they then apply to the case of manufacturing

1 PDM for Product Data Management
2 ERP for Enterprise Resource Planning
3 MES for Manufacturing Execution System
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data. Thus, this paper is organised as follows: sect. 2

defines the main orientations chosen based on a state-
of-the-art analysis. Sect. 3 describes the methodology

used to draw up the list of issues. Sect. 4 describes the

experimental conditions and sect. 5 presents the results.

Sect. 6 discusses the results and sect. 7 concludes and

presents prospects for future work.

2 Graph database consideration

Querying information can be achieved through Infor-

mation Retrieval Systems. These systems must access

the data in order to provide the most relevant one. This

is achieved by managing the data in NoSQL databases

rather than traditional relational databases, first being

faster, more efficient and flexible [9]. The main cate-

gories of NoSQL databases like column database, key-

value store and document-oriented database include in-

dexing and fast access to the information but lack ex-

pressing of the relationships between data in their schema.

Graph databases address this issue and are therefore

the most appropriate in our context. To emphasise the

benefit of the graph database, different researches like

[10] have shown the importance of analysing data with

a strong relational nature.

In addition, many works already propose graph-based

systems to represent and access heterogeneous and re-

lated data. For example, the authors of [11] apply the

graph to represent the spatial and non-spatial manufac-

turing data of a semiconductor production line in order

to facilitate data exchange and analysis. The authors

of [12] apply the graph to represent the various elements

related to cyber-security in order to facilitate the analy-
sis. The authors of [13–16] apply the graph to represent

biological information networks, always with a view to

analysing and exploring information. Finally, the au-

thors of [17] present and evaluate a querying system

named ’DEX’. This system exploits an entire network

composed of heterogeneous data. On the other hand,
studies focus on particular capabilities. For example,

the authors of [18] propose a graph linking the differ-

ent versions of engineering data using ontologies. The

authors of [19] provide an additional graph to the data

warehouse to link data together. The authors of [20]

propose the integration of semantic annotations to im-

prove query capabilities. Finally, the authors of [21] pro-

pose the detection of relations between data in the de-

sign and manufacturing domains.

In conclusion, the graph approach is considered in

recent multi-domain studies. The authors of [12–16]

show the particular interest of using this approach with

heterogeneous and related data, characteristics simi-

lar to the data of manufacturing industry. The authors

of [17] propose a relatively complete system as much on

the heterogeneity of the considered data as on the pos-

sibilities of requests. Nevertheless, this system does not

integrate specific functionalities handled by other stud-

ies such as the detection of links between data [18,19,21]

or semantic considerations [20]. Therefore, in this pa-

per, the authors aim to answer the following question

: ’What are the minimum issues to be considered for

a manufacturing data query system based on a graph

database?’.

3 Methodology

In order to define only the bare minimum issues to con-

sider when defining the query system, an iterative pro-

cess has been implemented. This process is represented

in Fig. 1 with the IDEF0 representation method [22].

3.1 Construct the datagraph

The step construct the datagraph begins with a data

recovery phase. These data are syntactically varied and

are then encoded to be schematised into a graph data

model. This graph data model contains n nodes and

r relationships between nodes. The nodes have proper-

ties p1 ... pi whose values are expressed by vpi where

i is the number of properties. The nodes and relation-

ships are labelled with ln and lr respectively in order

to classify them, for example by typology. In order to

avoid unnecessary complexity, the transformation rules

during the first iteration of the methodology must be

simple. Thus, as shown in Fig. 2, two types of trans-

formation are presented according to the type of source

data considered :

Transformation of structured data. Structured data is

stored in various relational databases. Each data is then

represented as a tuple in a table, this tuple is associated

with attributes and their values. Each tuple can be as-

sociated with other tuples in other tables using a foreign

key. All tuples are then represented as a node n whose

properties p1 to pi are filled in from the attributes of

the tuple. The foreign key relationships are represented

by a relationship between the nodes. The label of the

node corresponds to the name of the table and the label

of relationship is by default :in relation with.

Transformation of unstructured data. Unstructured data

is generated by different types of software and stored on

different servers within the company. Each file contains

metadata such as ’type’, ’name’ and so on. All files are

then represented in nodes n and their properties p1 to
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Fig. 1 Process to detect the key issues to be considered in a query system

RDB

Relational database

Fig. 2 Data transformation rules from structured and unstructured data into a graph data model

pi are the representation of the metadata of the file.

The content (text of a word, image of a jpeg ...) is not

considered at the first iteration of the methodology.

Thus, the resulting graph Gd, defined by the equa-

tion 1, consists of nodes n and relations r. The nodes

are defined by labels ln and the properties pi with val-

ues vpi . Relations are between two nodes n and m with

the label lr.

Gd = (n, r) ↔ (: ln{p1 : vp1 , ..., pi : vpi}, (n)−[: lr] → (m))(1)



4 - et al.

3.2 Construct the graph queries

User queries can be formulated in different ways: nat-

ural language, use of keyword(s) or advanced searches

with operators such as ’OR’, ’AND’ and the selection of

specific attributes of the database. Whatever the formu-

lation, the queries must be transformed to browse the

graph and find the answer. For completeness of repre-

sentation of the manufacturing industry’s requests, the

following three types of queries were considered:

– Search for a list of data (file or tuple) to answer

questions such as which documents ...?

– Search for a property’s value (attribute value or

metadata value) to answer questions such as what

is the property of ...?

– Search for a sentence (contained in an attribute or

metadata) to answer questions such as what is the

price or requirement of ...?

In order to transform these three types of searches

into graphs, the following rules have been applied:

The search for a list of data associated with one or

more keywords is transformed into a search for a list

of nodes containing the keyword(s) in their properties,

e.g.: query = battery searches all nodes where at least

one property contains the term battery.

The search for a property value associated with one

or more keywords is transformed into a search for the

property value of nodes containing the keyword(s) and

nodes directly related to a node containing the key-

word(s), e.g.: query = price of batteries searches

all the nodes containing the term battery and returns

the property value named price of these nodes and

their related nodes.

The search for a sentence , associated with at least two

keywords, becomes a search for all sentences contain-

ing both keywords in all nodes, e.g.: query = price

of battery searches for all sentences containing the

term price and the term battery. A specific case has

been added to search for a requirement associated with

one or more keywords. e.g.: query = requirements of

batteries becomes a search for all sentences contain-

ing verbs or modals expressing the requirement (re-

quires, must etc.) and the term battery. Natural Lan-

guage Processing (NLP) [23] tools will be used here to

find the sentences.

3.3 Application of queries, evaluation of results and

search for root causes

In order to obtain a data query system that provides

complete and relevant results as fast as possible, the

evaluation of the proposal is based on three require-

ments: the response time between the submission of

the query and the display of the result, the complete-

ness of the result using the recall4 measure and the

relevance using the precision5 measure. These are cal-

culated based on the expected results. The expected

results are defined manually, ideally submitted to var-

ious user profiles with different prior knowledge of the

dataset.

For each of the three requirements, the acceptable

limits are defined. When the results are below the ac-

cepted limits, the analysis of each error is then per-

formed (excess or missing data) in order to detect the
root causes. This root cause analysis is based on the

Ishikawa diagrammethod6 [24]. Each root cause is scored

according to its impact on the results. This score is

calculated by dividing the number of errors associated

with that root cause by the total number of errors. Once

this list of root causes has been classified, it helps to de-

fine the main issues to be addressed.

3.4 iteration

The choice to initialise the method with simple data

and query transformations can lead to first cycles where

the issues are simple to solve. Therefore, the method

should be repeated until a list of non-obvious issues is

obtained.

4 Experimentation conditions

The expected performance thresholds are less than 1

second for time; this was set according to the findings

of a study on the impact of response latency in web

search [25]. Precision and recall should be strictly equal

to 1 to ensure that all expected results are given and

that no false results are given.
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Fig. 3 Drone and its digital mock-up used as data set

4.1 Dataset

The study was based on a dataset composed of 686 ele-

ments, representing the data of a drone manufacturing

company whose digital mock-up can be seen in Fig. 3.

The dataset is distributed as following:

– 47% unstructured data including spreadsheets, videos,

photos and textual documents

– 21% tree structure data

– 17% of data from relational databases

– 15% of geometrical data.

All these elements represent the data needed to de-

velop a mechanical system (from design to prototyping

through logistics, purchasing and project management).

4.2 Queries

18 queries were written in response to 10 innovative use

cases characterised by PLM7 and digital manufacturing

business group managers at Capgemini8

These use cases are multi-profiled and multi-activity,

aiming to cover all phases of product lifecycle manage-

ment. Examples include a designer looking to identify

the requirements or justification for a product, or a

salesperson looking for a customer’s usage parameters,

or a manager looking to identify an available team with

the right skills. The list of innovative use cases is pre-

sented in Table 1 and the list of queries in Table 2.

In regard to the dataset used and described in sect. 4.1,

the valuation of the different variables of the table 2

4 The recall is defined by the number of relevant documents
found with regard to the number of relevant documents in the
database
5 The precision is the number of relevant documents found

compared to the total number of documents proposed in the
result
6 Method of analysis used to search for and to represent

the different possible causes of a problem
7 PLM for Product Lifecycle Management
8 Company of digital services in the manufacturing indus-

try - https://www.capgemini.com/

Table 1 List of use cases

Use
Case
ID

Use Case description

UC1 Identify a system requirement
UC2 Identify the existing products for renewal
UC3 Compare two products according a criteria
UC4 Access justifications for product design choices
UC5 Detecting innovations that respond to a function
UC6 Visualise the process, standard or methodology to

apply
UC7 Detecting suppliers with specific skills
UC8 Identify a team available with the desired skills
UC9 Predicting the physical and psychosocial risks of

the business
UC10 Propose a personalised configuration to the cus-

tomer

Table 2 List of queries

Use
Case
ID

Query
ID

Query

UC1 Q1 Finds all sentences expressing a requirement
and containing the term keyword1

UC2 Q2 Finds all objects mentioning the term key-
word1

UC2 Q3 Find the references of keyword1
UC2 Q4 Find references for keyword1 and parame-

ter1
UC2 Q5 Finds simulation data related to keyword2
UC3 Q6 Find the prices of designation
UC3 Q7 Find comments mentioning keyword1
UC4 Q8 Find all choice justification for keyword3
UC5 Q9 Find all patent mentioning keyword4
UC6 Q10 Find all process mentioning keyword5
UC6 Q11 Find all standard mentioning keyword6
UC6 Q12 Find all methodology mentioning keyword7
UC7 Q13 Find all suppliers mentioning skill1
UC7 Q14 Find all employees mentioning skill2
UC8 Q15 Finds all schedule mentioning employee
UC9 Q16 Finds symptom and associated job
UC10 Q17 Find configuration files of customer
UC10 Q18 Find the parameter2 related to the cus-

tomer

are : keyword1 = battery ; keyword2 = hood ; keyword3

= engine; keyword4 = blade additive manufacturing ;

keyword5 = recruitment; keyword6 = filter cleaning ;

keyword7 = drone ; skill1 = drone ; skill2 = additive

manufacturing ; parameter1 = 14.8V ; designation =

4S5200 ; employee = Frederic Segonds ; customer =

Serge Bernard; parameter2 = speed
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Table 3 Results of the first cycle

Cycle 1

Precision [0,1] 0.50
Recall [0,1] 0.01
Response time (s) 5790

57,3%

17,3%

14,8%

9,3%
1,3%

(1) The information carried by the textual content is not used

(2) Information is carried by a term close to the keyword

(3) The property carrying the information is close to the keyword

(4) Searching through the implicit relationships is impossible

(5) No highlighing performed on the most relevant result

Fig. 4 Root causes of the first cycle and their distribution

4.3 Implementation

The data graph and its querying is supported by Neo4J9,

an open source solution used in many other works of in-

formation retrieval from heterogeneous and distributed

data, as well as in the field of biology [13], as in the man-

ufacturing industry [11] or in the field of cyber-security

[12]. The exploitation of natural language in texts is re-

alised with the StandfordNLP10 algorithms, a solution

allowing a powerful recognition of entity names [26] ac-

cessible with a well-documented toolkit [27] and used

in many information extraction works [28–30]. The pro-

gramming language for query transformation is python11.

The py2neo12 library has enabled communication be-

tween the python language and Neo4J.

5 Results

5.1 Application of the first cycle

The first cycle results of the methodology applied to the

dataset and queries described in sect. 4.1 and sect. 4.2

9 https://neo4j.com
10 https://standfordnlp.github.io/CoreNLP/
11 https://www.python.org/
12 https://py2neo.org/2020.0/

Table 4 Results of the second cycle

Cycle 2

Precision [0,1] 0.44
Recall [0,1] 0.31
Response time (s) 16978

respectively are visible in Table 3. These results indi-

cate that too few expected results are displayed. Indeed,

the recall value shows that on average only 1% of the

expected results are displayed. The precision value in-

dicates that 50% of the displayed results are not part

of the expected results.

The classification of each anomaly into a list of root

causes is listed in Fig. 4. This list shows that more than

half of the anomalies are caused by the lack of textual

content of the data in the graph database. For example,

the search for the battery reference (Q3) does not give

any result because the information is carried by the

content of an excel named Bill of Materials. Another

example is the lack of results in the search for suppliers

associated with specific skills (Q13) because these skills

are mentioned in the textual content of files.

In order to address this issue, a second cycle was

therefore launched to integrate the textual content of

unstructured data.

Concerning the average response time, the score is

over one hour. Solutions must be proposed to optimise

the response time but this topic is not prioritised com-

pared to the previous one. Indeed, the resolution of the

previous topic will have an impact on the response time

and on the potential leads to follow.

5.2 Application with textual content

The text contained in the documents is extracted using

Apache Tika13. This tool is a standard and open source

parser used in many other heterogeneous document pro-

cessing works [31–33]. The text contained in an image is

extracted using Tesseract14. This is a standard Optical

Character Recognition Tool used in many other infor-

mation retrieval studies as [34–36]. The defects high-

lighted by the study [37] requiring prior training will

have been limited by a prior filtering of the scanned

files according to their qualities.

The results of this second cycle indicate a clear im-

provement in the presence of the expected results. In-

deed, as shown in Table 4 and the fig. 6, recall has

increased by 30 points while precision indicates that on

average only 44% of the results displayed are good.

13 https://tika.apache.org/
14 https://opensource.google/projects/tesseract
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RDB

Relational database

Fig. 5 Data transformation rules from structured and unstructured data with their textual content

0.44 0.50

0.31

0
0.01

recall
1

precision
1

improvement with 

textual content

1;1
ideal

Fig. 6 Improvement and gap with optimum

The analysis and classification of each anomaly di-

vide them into 7 different root causes listed in Fig. 7.

The only cause (6) The OCR algorithm didn’t extract

the correct characters is due to insufficient performance

of an existing element in the initial architecture. It is

then possible to remove this cause from the list of the

bare minimum issues to solve.

Also for this cycle, the average response time is over

four hours. Solutions should be proposed to optimise

the response time but this topic is not prioritised.

25,6%

24,5%
18,5%

13,6%

9,6%

6,0% 2,2%

(1) No highlighing performed on the most relevant result

(2) The information carried by the table format is not used

(3) Information is carried by a term close to the keyword

(4) The property carrying the information is close to the keyword

(5) Searching through the implicit relationships is impossible

(6) The OCR algorithm did'nt extract the correct characters

(7) Extracting bulleted lists extraction is not correct

Fig. 7 Root causes of the second cycle and their distribution

5.3 The four key issues to consider

After adding the textual content of the data to the ini-

tial system, 6 root causes remain. The authors propose

to classify them into 4 main families and in decreasing

order of percentages :
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Q1 : Find the ba�ery requirement

Query Graph

Project review

Content : The autonomy of 

the system must be 4 

hours.

Fig. 8 Illustration of the root cause (3)

Desig.    Supplier         Qty

reference

Des.1

ba�ery

Ref.1

Ref.2

Qty 1

Qty 2

Bill of Material

Content : Desig. Supplier 

reference Qty Des.1 Ref.1 

Qty 1 ba�ery Ref.2 Qty 2

Graph

Q3 : Find ba�ery references

Query

Original document

Fig. 9 Illustration of the root cause (2)

Semantically extending the search keywords -

32.1%. Causes (3) and (4) indicate that searching for

an exact keyword or property is not enough and that

reconciliation between different terms is necessary. As

illustrated in Fig. 8, the search for sentences expressing

requirements related to the battery should also take into

account the term autonomy. In the case of properties,

if the term reference is used in the query, the term Part

Number must also be searched.

The treatment of syntactic heterogeneity con-

tained in unstructured data - 26.7%. Indeed ex-

tracting text without format is not enough. Cause (2),

illustrated in Fig. 9, indicates that it is necessary to

translate the information carried by the table format

(rows and columns) in order to use it in query. For ex-

ample, to detect a reference contained in a specific cell

of a bill of materials. Cause (7) indicates that bulleted

lists processing is necessary for the performance of the

chosen NLP tools. The table format and bulleted lists

must be transformed to be used.

The treatment of the results by order of rele-

vance - 25.6%. Indeed, there is no order by relevance

in the results, and cause (1), illustrated in Fig. 10, indi-

cates that unexpected results (but potentially relevant)

are displayed in the same way as expected results. For

example, searching for the battery reference provides

Project Review

Content : […] “ the ba�ery

with the reference XYZ “ 

[…] 

Graph

Q3 : Find ba�ery references

Query

Relevant

Less relevant

Project Review

Content : “the ba�ery is 

installed with […]. The 

reference to step 2 […] “

Fig. 10 Illustration of the root cause (1)

Bill of Material

Supplier reference : XYZ

Designa�on : ba�ery

Qty : 2

Purchase order

Element : XYZ

Price : 25€

Qty : 2

Q6 : Find ba�ery prices

Implicit link

Query Graph

Fig. 11 Illustration of the root cause (5)

many results with the terms reference and battery in

the content, but these results are far from the informa-

tion sought.

The detection of relationships between a priori

unrelated data - 9.6%. Indeed, the implicit links be-

tween data are not exploitable. Cause (5) highlights

some cases where, as illustrated in Fig. 11, related el-

ements such as an element’s functional reference and

its supplier reference are disjoint in different enterprise

systems. These missing but functionally existing rela-

tionships are necessary for the full-graph traversal and

to provide all the expected results.

6 Discussion

6.1 Pratical discussion

The list of four key issues to consider listed in sect. 5.3

leads to an optimised query system based on a graph

database and adapted to the manufacturing data [38].
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This list was obtained according to the methodology de-

scribed in sect. 3 with a heterogeneous, distributed and
relational data set and by applying queries in response

to the expected uses in the manufacturing industry de-

scribed in sect. 4.1 and sect. 4.2 respectively.

Several key concepts can be put forward to address

these issues.

Firstly, semantic search would allow the keywords

of the search to be extended to all semantically related

words. The use of a semantic network such as an on-

tology described in [39] or the semantic annotation de-

scribed in [20] are possible approaches.

Secondly, the preprocessing of syntactic heterogene-

ity. In this paper, the lack of consideration of tables

and bulleted lists in the transformation of textual con-

tent was highlighted. For example, it will be relevant

to use specific algorithms for the detection of tables in

images as presented in [40] to enrich the data graph.

Furthermore, it is possible to extend the consideration

to other types of syntax under the condition of validat-

ing them with the same process. This extension can in-

clude, for examples, geometric information, non-textual

images and videos, annotations of 2D and 3D drawings

or spatial data as processed in [11]. The pre-processing

of syntactic heterogeneity can be included in the data

integration step, thus generating new data transforma-

tion rules and query language enrichment.

And thirdly, record linkage between data can link

distributed elements of the various data sources by trans-

lating them into relationships between nodes. Thus,

these relationships can be exploited when applying queries

on the graph. This record linkage can be achieved by

supervised or unsupervised probabilistic methods, us-
ing blocking techniques to adapt to large volumes of

data [41].

In a transversal way, the question of order by rele-

vance and the question of response time must be con-

sidered. The answer to these two questions can be an

addition of different optimisations, either at the data

integration step, or at the query integration step, or at

the query-data matching step.

6.2 Theoretical discussion

The results obtained by applying the iterative process

presented in this paper are invariant under the same

initial conditions. These conditions are constituted by

the choice of the dataset and the list of queries. The

choice of the dataset is dimensional because taking into

account new syntactic and semantic data could gener-

ate new anomalies to be analysed and thus a different

list of root causes. This is why it is important to choose

a dataset that is representative of the context searched.

It would also be appropriate to multiply the number

of datasets used. The choice of queries is also impor-

tant because the results are obtained by cumulating the

anomalies on all queries. Thus, if some queries or sev-

eral queries generate a large number of anomalies of the

same type, this one may be overrepresented compared

to the others. In order to reduce this discrepancy, it is

important not to over-represent the same type of query

and to multiply their number. It is also notable that the

definition of the expected answers sets is also impor-

tant. Indeed, the root cause analysis is performed from

a list of missing or excess answers. This list of anoma-

lies is obtained by comparing the expected responses

defined at step A0 of the process with the results pro-

vided at the end of step A3. This list of expected an-

swers thus determines the final result obtained. In or-

der to strengthen the confidence in a unique result, it is

then important to establish this list with several people
if possible and at least to confront it with third parties

in order to estimate the possible margin of error.

It should also be noted that the graph modelling

of heterogeneous data allows the network thus created

to be analysed using the various network analysis algo-

rithms. For this, an extension of the properties of the

nodes into sub-nodes should be considered.

7 Conclusion and future work

In this paper, the authors address the question: ’What

are the minimum issues to be considered for a manufac-

turing data query system based on a graph database?’.
To answer it, a methodology has been proposed and

applied to a data set representative of the manufactur-

ing industry context. In addition to taking into account

the textual content of unstructured data as well as

structured data, four main issues were considered: the

semantic extension of the search keywords, the treat-
ment of the syntactic heterogeneity contained in the

unstructured data, the treatment of the results by or-

der of relevance and the detection of relationships be-

tween a priori unrelated data. The resolution of these

four challenges, some of which were outlined in sect. 6,

can then open up to a proposed query system as il-

lustrated in Fig. 12. The proposal includes a transfor-

mation of the structured and unstructured data into a

graph (block 1.1), an enrichment of this graph by new

relations (block 1.2), a transformation of the queries

into a graph including a semantic extension of the key-

words thanks to a lexical resource (block 2) and a match-

ing between the transformed query q′ and the graph

giving the result to the query (block 3). This proposal
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could then help various business processes such as in-

teractive design and manufacturing. In addition, the
methodology described in sect. 3 can be adapted in

order to evaluate this future proposal. It will then be

ideal to expand the datasets and queries used. Finally,

it can be envisaged transposing the conclusions of this

paper not only to the field of manufacturing industry

but to all enterprises dealing mainly with structured

and unstructured textual data with a significant rela-

tional character. Moreover, the methodology employed

is also applicable to other contexts where the nature

and distribution of data may be different. It is then

necessary to select datasets and queries adapted to the

studied environment.

Query

transforma�on
Lexical 

ressource

Datagraph
Matching

F3 – Relevance evalua�on

Data 

transforma�on

Graph 

enrichment

Structured

data

F1 – Data pre-processing

F2 – Query pre-processing

1.1

1.2

2

3

Unstructured

data

Proposal

Fig. 12 Proposal for a query system
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