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1. Introduction  

Digital image correlation (DIC) is increasingly used in many fields of research and engineering [1]. This 

technique is not only used in the field of mechanics but also in other applications such as medicine [2], 

[3]. This technique can be used from images acquired by optical camera, scanning electron microscope 

or tomography for example. Still in full expansion, it allows the analysis of images in 2 or 3 dimensions 

[1], [4], [5]. In the future, it could be generalized in many fields of application in connection with smart 

manufacturing and the implementation of multi-scale models. The development of reliable and 

practical tools to facilitate its use is therefore essential.  

It has been observed in the literature that the accuracy of the method depends on many factors: the 

computational parameters [6], [7], the sub-pixel registration algorithms [8], [9], the sub-pixel 

interpolation schemes [10] [12], the camera resolution [13], the image noise [14], [15], the speckle 

quality [16], [17] ; or the test environment [18] [20]. Also, the choice of parameters depends on the 

type of application and there are no specific rules to set them. The understanding of their impact on 

the results is therefore essential. Moreover, the ability for the user to modify them efficiently and 

quickly represents a major challenge to facilitate the implementation of this technique in many fields 

such as engineering.   

In order to obtain a good accuracy of the measurements, one of the most important phases is the 

setting up of the image acquisition. This step consists in creating a speckle adapted to the desired 

resolution, and choose the acquisition parameters accordingly (lighting, exposure time in the case of 

an optical camera ...). Today, the most direct way to know if the correlation of digital images is going 

to be successful is to take two successive images under similar conditions and to correlate them 

together [21]. The results obtained can then be used to define whether the measurement is accurate, 

and has measurement artifacts or noise. This step is time consuming and tedious when it is necessary 

to optimize the acquisition parameters.  
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At the same time, many criteria are present in the literature to define the quality of the speckles but 

are still not well exploited by image correlation software [14], [17], [22] [29]. Among the many criteria, 

the mean intensity gradient of speckle pattern (MIGSP) criterion represents a simple and efficient way 

to define the quality of the images [14], [22]. This criterion can therefore be used to define the optimal 

acquisition conditions.  

The objective of this paper is to show how to use the MIGSP criterion to improve the quality of the 

images and define the accuracy of the measurements through many examples. Both a global and local 

approach is used with the same criteria. 

First, the overall approach is exposed. The image processing is described and MIGSP criterion is 

introduced. Then, an analytical model allowing to link this criterion to the standard deviation of 

displacement is proposed. This model is then validated using a global and local approach. Finally, 

various examples of the use of the criterion are presented. 

  

2. Principle 

2. 1. Generation of test images 

Virtual or experimental images were first created and named "image_00". Subsequently, it was 

necessary to generate an additional image to correlate two images. Several solutions were then 

possible. In the case of an experimental image, two images could be taken successively with or without 

strain applied. In the case of virtual or experimental images, a noise, characteristic of the difference 

between two successive images could be added. Based on previous experimental measurements, a 

normal law with a standard deviation of 15 greyscales, leading to the creation of the image "image_01" 

was applied [30], [31]. Then, "image_00" and "image_01" were compared with DIC software.  
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2. 1. 1. Creation of the virtual speckle

Virtual 8 bits images (256 grey values) of 1000 pixels by 1000 pixels were generated using MATLAB ver. 

R2016.a. The creation of the virtual speckle was done in two steps. First, an image with an average 

grey level of 20 was created. The grey levels were explicitly selected to vary within the image uniformly 

with a standard deviation of 15 greyscales. These values were selected because they were 

representative of some image backgrounds experimentally encountered.  In a second step, the speckle 

was added. It was composed of circles whose average grey level varied according to the images and 

which had a normal distribution of the grey level around the average value with a standard deviation 

of 15. The number of particles and their radius were variable (see Table 1). The image "image_00" 

mentioned above was thus obtained. In order to scan a relatively wide spectrum of patterns, several 

parameters that influence the shape, density and grey level of the speckle were modified. The grey 

level of the particles GLP varied between 80 and 230 in steps of 50. The radius of the particles Rparticles 

varied from 2 to 20 pixels. The number of particles Nparticles was fixed between 1000 and 10000. The 

density of speckles (ds) therefore depended on the particle size and their number. All the speckles 

tested led to densities ranging from 0.0063 to 1. In order to have images representative of reality, only 

images with speckle densities between 0.25 and 0.75 were retained. The size of the subset Rsubregion to 

perform the digital image correlation also varied from 20 to 60 pixels. The grey level of the image 

background was set to 20 and 60. Figure 1 shows some examples of the virtual speckles obtained. An 

image named "Image_3000_10_180" represents a speckle containing 3000 particles of radius 10 pixels 

and having an average grey level of 180. 

Grey level of 
the image 

background 

Grey level of the 
particles GLP 

Radius of the 
particles (pixel) 

Rparticles 

Number of particles 
Np 

Subset Radius 
Rsubregion 

[20, 60] 
[80, 130, 180, 

230] 
[2, 5, 10, 15, 20] 

[1000, 3000, 5000, 
7000, 9000] 

[20, 30, 40, 50, 
60] 

Table 1. Set of variables selected for the study of the influence of speckle on image correlation. 
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Figure 1. Examples of virtual speckles. 

 

2. 1. 2. Creation of the experimental speckle and acquisition of the images 

Three characterization techniques were used to acquire images on steel material, optical camera (OC), 

scanning electron microscope (SEM) and optical microscope (OM).  

Optical camera (OC) 

A Canon 6D Reflex camera with EF 100mm f/2.8L Macro IS USM Lens was used to acquire images. The 

aperture, shutter speed and ISO were dependent on the speckles and the ambient light conditions 

used. The resolution obtained was between 3 µm/pixel and 30 µm/pixel according to the camera lens. 

A classical aerosol deposition method was used to create the speckle. Alternating layers of white, black 

and white were deposited on the surface of the samples using paint. Numerous images obtained on 

different materials were characterized in this way. An example of the resulting speckle pattern is 

shown in Figure 2.a. 

Scanning Electron Microscope (SEM) 

The images were acquired using a JEOL JSM-7001F SEM. The acquisition conditions were as follows: 

10 kV voltage, 9 probe current, 13 mm working distance, 4 integrated images, 5 scan speed, and 

secondary electrons mode. The resolution obtained was between 0.019 µm/pixel and 0.185 µm/pixel 

depending on the magnification used. The speckle used with OC acquisition was not adapted because 

the size of the particles was too large compared to the investigated resolutions. In order to carry out 

the acquisitions with the SEM, several speckles were dropped to the surface of steel material after 

mirror diamond polishing down to 1 µm followed by chemical etching using a 3% Nital solution (nitric 
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acid in ethanol). A drop of Al203 PH 8.5 solution diluted in acetone was then deposited on the surface 

of the samples and dried with a hair dryer. This operation was then repeated to obtain the desired ds. 

shown in Figure 2.b. 

Optical microscope (OM) 

Images were also captured using an Olympus BX41M and a UI-3280CP-C-HQ_Rev_2 camera. A 

resolution of 0.12 µm/pixel was used and a sample with different particle densities was observed. A 

typical example of the observations made is shown in Figure 2.c. The speckle deposition protocol was 

identical to that used to deposit the particles in the SEM images. 

 

Figure 2. Examples of speckles obtained with a) the optical camera, b) the FEG JEOL JSM-7001F SEM and c) the optical 

microscope. 

2. 2. Calculation of the displacements with the Ncorr software 
The Ncorr vers. 1.2 was used to correlate all the images [32]. Some images were also processed with 

DICE vers. 2.0 [33] to compare the results with Ncorr software. The size of the analysis window window 

in DIC is defined by equation (1).   

  (1) 
 

Where Rsubregion represents the radius of the correlation subset, and PspacingDIC the pixel spacing between 

two measurement pixels (fixed at two here). 
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2. 3. Evaluation of the images quality 
Two methods to evaluate the quality of the images are compared. The first method consisted in 

comparing "image_00" and "image_01" between them by DIC. Then, a standard deviation of 

displacement was calculated (equation (2)). It could be defined either from the global image or by 

subdividing the image by subset size equal to window. 

Where uxi denotes a displacement value,  represents the average value of displacement and n the 

number of determined values.  

The second method consisted in calculating, for "image_00", the value of mean intensity gradient of 

speckle pattern criterion named f in the following [14], [22] (equation (3)). 

  (3) 

Where W and H represent the width and height of the image respectively. 

 is the modulus of the local gradient vector of the intensity with  and 

 the derivatives in the x and y-axis directions of the image plane at the pixel ( ). 

It is suggested to localize the use of the criterion f by dividing the images into subsets. Thus, a local 

value fl, associated with each subset of the image, could be computed (equation (4)) and represented 

as a mapping. 

 
 (4) 

Where Ws and Hs represent the width and height of the subset.  

By adjusting the subset size to the window size used in DIC, it was then possible to predict the locations 

for which the speckle or the acquisition conditions were not optimal. Then, by varying the subset size, 

an optimal window size allowing the highest spatial resolution without degrading the accuracy of the 

measurements could be identify. 

 
 (2) 
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3. Analytical model for defining Stdux based on f criterion 

3. 1. Evolution of f as a function of the standard deviation of displacement 
Stdux 

Figure 3 shows the evolution of f criterion as a function of the standard deviation of displacement 

Stdux. The results are similar to those obtained by Pan et al., the higher the criterion, the lower the 

standard deviation of displacement [22]. Furthermore, the relationship between f et Stdux is 

independent of the type of acquisition used. These results suggest that it is possible to define an 

analytical model to link f and Stdux. 

 

Figure 3. Evolution of f as a function of the standard deviation of displacement Stdux for different images acquisition 

methods. (b) is zoom of (a). 

 

3. 2. Analytical model related to f for defining image quality 

Based on Figure 3, a relationship between f and the standard deviation of displacement Stdux could 

be defined. However, Stdux was dependent on the analysis window size window used by DIC software. 

f being independent of this value, the relationship between f and Stdux was necessarily dependent 

on window. In view of the observed trend between f and Stdux in log-log graph, a power law was 

suggested to make the link between them (equation (5)).  

  
 (5) 
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Where the parameters and are possibly dependent on each value of window as 

shown in Figure 4. The best correlation coefficient obtained between  and window was 

obtained with a power law (equation (6)). The evolution of the parameter  was more difficult 

to reproduce. Thus, it was proposed to fix the value as a constant B. 

  (6) 

Where a and b were constants. 

The relationship between f and Stdux was defined by a power law and is then given by equation (7):  

 
 (7) 

In order to identify the parameters, only the images of virtual were selected as they gave a better 

accuracy. A least squares method was used to identify a, b and B (a = 15.56, b = -0.51 and B = -0.55). 

The results obtained are shown in Figure 5.  

The proposed model, using f and window is a reliable method for determining the quality of the images. 

It can be used in two different ways. (i) Calculating f on the complete image provides an estimate of 

the standard deviation of displacement generated by the speckle and the measurement conditions 

with a global approach. (ii) By subdividing the image, the value of fl can be calculated for each subset 

(equation (4)) and provide more local information about the image. By inverse method, the standard 

deviation of displacement  can be calculated and displayed directly on the images.  

  (8) 
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Figure 4. Evolution of the constants A and B as a function of window. 

 

Figure 5 f as a function of the standard deviation of displacement Stdux for different values of 

window, analytical model (feature) versus Ncorr software results (symbols). 

 

3. 3. Validation of the analytical model  
Figure 6 shows the results obtained with the dataset for a window size window = 64 pixels. 

Measurements made on three images with DICE software under similar calculation conditions have 

also been added. The model describes relatively well the evolution of f as a function of the standard 

deviation of displacement Stdux for a range of data from the smallest f encountered to the largest and 

for all types of images. As previously observed, the higher the value of f, the lower the gain in 

measurement accuracy. Therefore, it is not necessary to optimize the speckle quality or the conditions 

of image acquisition too much to obtain reliable image correlation values, especially when the selected 
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window is large. The values calculated with the DICE correlation software follow strictly the same trend. 

The analytical model thus proposed is not dependent on the DIC software used, which is of great 

interest for its use in the future.  

In addition, in order to evaluate the robustness of the methodology, repeatability measurements were 

performed on different images. For example, images were taken successively with an optical camera 

under the same acquisition conditions. Stable values of f were obtained with a variation of less than 

0.5%. On the other hand, when the acquisition conditions were modified, particularly notable 

variations of f, of the order of 50%, were obtained (see section 4 .2). These results demonstrate both 

the stability of the criterion for the same acquisition conditions and its sensitivity when the acquisition 

conditions are modified.  

 

Figure 6. Validation of the model linking f and Stdux for different images acquisition methods. (b) is zoom of (a). 

Figure 7 shows a comparison of standard deviation of displacement Stdux obtained via the fl criterion 

and DIC for an image captured by optical camera. Several subset sizes were used to perform the 

calculations. The maps obtained are very similar in terms of the distribution and in absolute Stdux 

values. A gradient of values, characteristic of an inhomogeneity of the speckle or lighting conditions, is 

obtained for the lowest window values. Another example to validate the proposed local approach is 

shown in Figure 8. The maps obtained with the two methodologies for an image acquired by SEM are 

very close, especially in the most critical areas. 
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Figure 7. Comparison of standard deviation fl criterion and DIC for an image acquired 

by optical camera. The subset size used is given on top left right-hand corner. 

 

Figure 8. Comparison of standard deviation fl criterion and DIC for an image acquired 

by optical camera. 

In order to represent the data in the form of a map, it is necessary to perform the calculation pixel by 

pixel. For images with a large number of pixels, the calculation can appear almost as long as the image 

correlation. However, depending on the desired accuracy, it is possible to perform the calculation only 

on certain pixels spaced by a value Pspacing f. The set of pixels located around the calculated pixel are 

then defined as equal to the latter. Pspacing f is different from that used in DIC PspacingDIC (equation (1)). It 

is only used here to reduce the calculation time by reasonably degrading the mapping, it has no 

influence on the calculated values Stdux.  
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Figure 6 shows the results obtained on an image characterized by a strong standard deviation gradient 

of displacement for different values of Pspacing f. The time associated with each calculation is present in 

the figure. It is obvious that using a Pspacing f less than 10 does not alter the results significantly. An 

optimization of the acquisition parameters is always possible under these conditions. The computation 

times are much smaller as soon as the spacing between the computational pixels is increased. The gain 

in computation time compared to DIC is then of great interest (> 10). In the following, all results are 

presented with Pspacing f  = 1.  

The methodology implemented is therefore validated and can be used to define the quality of image 

acquisition conditions on any type of image and at different locations in the image.  

 

Figure 9. Comparison of mappings and computation times according to the value of P , photo 3 of Table 3, 

650x3050 pixels, , window = 24. 
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4. Case of studies 

4. 1. Validation of speckle for multiscale approach measurements 

In order to identify mechanisms (mechanical, physical, thermal ...) at different scales, it is sometimes 

necessary to adopt different points of view to perform the measurements. This first application case 

aims to show how the proposed methodology can be used to identify which type of speckle is desirable 

in the case of mechanical tests performed at different SEM resolutions. 

4. 1. 1. Case with a deposited speckle 

The material studied was 33CrMoV12-9 steel. Five speckles were deposited on the surface sample 

according to the protocol described below. Mirror polishing was carried out down to ¼ µm. In some 

cases, a chemical etching was carried out using a 3% Nital solution (nitric acid in ethanol) before 

applying the speckle. Then, a drop of Al203 PH 8.5 solution diluted in acetone was deposited on the 

surface of the samples and dried with a hair dryer. This operation was then repeated (number of 

coating cycles) to obtain different density of particles. Five speckles were created for comparison 

(Table 2). 

Table 2. Summary of sample preparation. 

speckle number Chemical etching Number of coating 
cycles 

Density of particles 

1 - 25 0.47 
2 Nital 3% 10 0.16 
3 Nital 3% 5 0.13 
4 Nital 3% 10 0.27 
5 Nital 3% 10 0.28 

 

The images were acquired at three different resolutions of 189 nm/pixel, 63 nm/pixel and 19 nm/pixel 

respectively. The images taken being 1280 pixels x 960 pixels, the fields of view obtained ranged from 

242 µm x 181 µm to 24.2 µm x 18.1 µm. 

Figure 10 shows the images acquired at different resolutions and for various speckles in SEM. For the 

same speckles, the densities calculated for different resolutions are close (variation of less than 5 %). 
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On the other hand, the distribution of the particles appears to be quite different. In the case of a 

resolution of 189 nm/pixel, the particles are globally distributed in a homogeneous way whereas in the 

case of a resolution of 19 nm/pixel, clusters of particles appear.  

As expected, speckles 2 and 3 with densities below 0.25 have the lowest f values. For a given speckle, 

an increase in resolution leads to a decrease in the criterion f (Figure 11). Also, the order established 

between the speckles for a given resolution is similar for the other resolutions. Speckles 1 and 4 have 

similar values of f while they do not have similar characteristics in terms of particle size, particle grey 

level and image contrast. This result shows once again the interest of using a global criterion to have a 

normalized view of the quality of the speckles.  

 

Figure 10. SEM images for different resolutions and for different applied speckles. 
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Figure 11 f as a function of resolution for different speckles. 

Figure 12 shows the standard deviation maps of displacement obtained by local calculation of fl on 

speckle 5, for different resolutions. These results confirm those obtained in Figure 7. The larger the 

resolution, the less the speckle deposited on the surface of the samples is adapted.  

While one might think that large clusters of particles are detrimental to the DIC, a good correlation is 

obtained in these areas. In contrast, the standard deviation of displacement is greatest at the location 

where particles are not present. An increase in speckle density may therefore be of interest when using 

this kind of speckle.  

Despite a higher particle density for speckle 1 conditions, the f value is lower than speckle 5 

conditions. Performing chemical etching before particle deposition may be of interest to generate a 

speckle at a different scale. The comparison of the mappings obtained at a resolution of 19 nm/pixel 

for speckle 1 conditions and speckle 5 conditions is particularly telling. The chemical etching performed 

before the deposition of speckle 5 conditions allows to deploy a secondary speckle between the 

clusters of particles. The standard deviation of displacement appears, certainly important in the zones 

without particles, but much less than for the speckle 1 conditions. Chemical etching prior to the 

deposition of speckles limits the areas without characteristic shapes and thus improves the correlation 

of the images. A better distribution of particles is also necessary to improve the quality of the DIC.  
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Figure 12. Standard deviation mappings of fl on speckle 5 conditions and 

speckle 1 conditions, for different resolutions. 

 

4. 1. 1. Case without a deposited speckle 

During multi-scale analysis, it is often interesting to couple different techniques such as Electron Back 

Scattered Diffraction and DIC. However, the deposition of speckles on the surface of the sample can 

cause a bad indexation in Electron Back Scattered Diffraction. One of the solutions is to only perform 

a chemical etching to reveal the natural characteristics of the samples (intragranular precipitation ...).  

This exercise was performed on pure copper. A chemical etching composed of 2.5 mL FeCl3 (41%), 10 

mL HCl (37%) and 100 mL H2O was used for 30 seconds to reveal the microstructure. SEM images were 

acquired at two different resolutions of 3.2 µm/pixel and 19 nm/pixel respectively. 

The results are shown in Figure 13. The chemical etching reveals a homogeneously distributed speckle 

in the grains with a size around 100 nm. The grain boundaries are also clearly visible. For both 

investigated resolutions, the value of the standard deviation of displacement is dependent on the grey 

level of the grains. The darker grains induce a higher value. A complementary study showed that the 
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gray level of the grains was directly related to their crystallographic orientation [34]. Zooming into the 

grains shows that the details are less visible for the darkest grains, generating difficulties in correlation 

and thus a decrease in the accuracy of the measurements.  

In the case where Electron Back Scattered Diffraction analysis is not desired, speckle deposition as 

practiced in section 4. 1. 1 could be used to improve DIC, especially for images with 3.2 µm/pixel 

resolution and limit correlation issues generated by grain orientation in the material. 

 

Figure 13. Standard deviation mappings of fl on pure copper after 

window = 24. 

4. 2. Optimization of optical camera acquisition parameters 

The methodology was also applied in order to identify the best possible acquisition conditions before 

the execution of a tensile test. The measurements were performed by Canon 6D Reflex camera with 

Canon EF 100mm f/2.8L Macro IS USM Lens. A speckle was deposited on a steel specimen using a black 

and white paint deposit as previously observed in Figure 7. The specimen was then fixed vertically with 

the tensile machine jaws. Thirteen images were taken with different acquisition conditions. The 

experimental configuration is shown in Figure 14. The parameters that were changed were: the light 

orientation, the light intensity, the aperture, the shutter speed and the ISO (Table 3). A high-angled 
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light means that the light source is facing the sample (Figure 14.b). A low-angled light means that the 

light source is grazing the sample (Figure 14.c). 

 

Figure 14. a) Image of the experimental setup, b) top view diagram of the High-angled light setup and c), top view 

diagram of the Low-angled light setup. 

The results are presented in Table 3, Figure 15 and Figure 16. The values and gradients of standard 

deviation of displacement are more or less pronounced depending on the acquisition conditions. When 

the orientation of the light is close to the normal to the surface, the gradient and absolute values of 

the standard deviation of displacement are higher than in the grazing incidence case. It is therefore 

preferable to work with a grazing light.  

Then, the maps are relatively similar with some small variations. For the same conditions of acquisition 

of the optical camera (Aperture, Shutter speed and ISO), a weak lighting is preferable to a strong 

lighting (images 5 and 4 respectively).  

Decreasing the aperture value (images 5, 6, 7 and 8) increases the value of Stdux by a minor amount. 

However, a decrease in aperture leads to an increase in depth of field which can be particularly useful 

in mechanical testing because of the presence of out-of-plane movements during the test. Since the 

impact of the aperture is small on Stdux value, an f14 aperture is favored. 

The shutter speed has a more marked impact (images 9, 10, 11 and 8). A decrease in this parameter 

leads to a decrease in the standard deviation of displacement. A significant difference is obtained 

between 1/100 and 1/160. The higher the shutter speed, the lower the amount of light captured by 

the camera. Between 1/100 and 1/160 the amount of light captured by the sensor is 1.6 times greater. 
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While between 1/160 and 1/200 the amount of light captured by the sensor is only 1.25 times greater. 

Thus the greatest differences are observed between 1/100 and 1/160. Another criterion can have an 

influence on the choice of shutter speed. In the case where the object is moving, it is necessary to 

adopt the lowest possible exposure time to limit the blur. The image is immobile, a high or low 

exposure time can be selected without major impact on the blur of the image. The only criterion that 

affects the choice of the parameter is the amount of light that reaches the sensor. In this case, a 

decrease in shutter speed leads to a better contrast of the image and therefore a higher f value. The 

shutter speed 1/250 is therefore selected.  

Finally, the ISO also plays a major role since an increase in ISO leads to an increase in the standard 

deviation of displacement. In the case of measurements by DIC, it is preferable to work with the lowest 

possible ISO to limit noise in the images. This parameter should also be taken into account when 

defining the acquisition conditions.  

Finally, the best conditions are obtained for an aperture f11, a shutter speed 1/250 and an ISO 6400.  

These optimal conditions must be adapted to the ambient light, the added lighting and the nature of 

the speckles. By changing the amount of black or white spots on the specimen these parameters can 

quickly become obsolete. The use of a tool as presented in this work appears to be a quick and efficient 

solution to determine the best acquisition conditions for any type of configuration. 

Note also that the gradient of standard deviation of displacement located at the top and bottom of 

the images and particularly visible depending on the conditions could be related to the reflection of 

light induced by the jaws holding the specimen (Figure 12). This reflection generates a local 

overexposure at the extreme ends of the specimen. The use of black masks on the jaws could improve 

the homogeneity of the image. 
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Table 3. Test matrix for optimization of conditions by optical camera acquisition.

Photo Light 
orientation 

Light 
intensity 

Aperture Shutter 
speed 

ISO f Stdux 

1 High-angled light Low f18 1/400 2000 14.9 0.056 
2 High-angled light Low f18 1/800 2000 13.0 0.072 
3 High-angled light High f18 1/500 2000 14.7 0.058 
4 Low-angled light Low f10 1/250 6400 19.5 0.035 
5 Low-angled light Low f10 1/250 6400 23.0 0.026 
6 Low-angled light Low f11 1/250 6400 23.0 0.026 
7 Low-angled light Low f13 1/250 6400 22.3 0.027 
8 Low-angled light Low f14 1/250 6400 21.3 0.029 
9 Low-angled light Low f14 1/100 6400 18.8 0.037 

10 Low-angled light Low f14 1/160 6400 21.0 0.030 
11 Low-angled light Low f14 1/200 6400 21.4 0.029 
12 Low-angled light Low f14 1/250 8000 21.4 0.029 
13 Low-angled light Low f14 1/250 12800 19.7 0.034 

 

 

Figure 15. Standard deviation mappings of fl on images obtained by 

window = 24. 

 

Figure 16. Evolution of the standard deviation of displacement according to the different acquisition parameters of the 

optical camera. 
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Figure 17. Optical camera picture of the steel specimen before a tensile test.  

4. 3. Example of different speckles 

Examples of the images and associated f values are shown in Figure 18. For visualization purposes, 

the initial set of images was cropped to have images of 250 pixels by 250 pixels. The images obtained 

using the optical camera have large f values. It is remarkable that a decrease in the size of the particles 

or clusters leads to an increase in the criterion. Some SEM images are characterized by f values greater 

than 25 due to the presence of small silver particles that are around 50 nm in diameter. On the other 

hand, the absence of markers on the surface is clearly detrimental to the accuracy of the 

measurements when the surface does not have enough asperities by itself (SEM III image). 

 

Figure 18. Exa f values, images of 250 pixels by 250 pixels. 
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5. Conclusion 

In this paper, an analytical model linking an image quality criterion to the standard deviation of 

displacement computed in DIC has been proposed. The criterion, initially global, was then localized to 

propose standard deviation maps of displacement. These maps allow the visualization of the gradients 

of standard deviation of displacement.  

This model was validated by comparing it to different DIC data. Also, this model does not appear to be 

dependent on the software used since the results obtained by DICE and Ncorr are similar. Further 

comparisons with different software could be performed to confirm these results. 

To perform the DIC, two images are required and the computation time can be particularly long 

depending on the image processing conditions.  

With the proposed methodology, only one image is needed and the computation time is considerably 

reduced. A global standard deviation of displacement value is obtained after two seconds (and this 

even for 5000x9000 pixels images) and a mapping with a good resolution takes less than 20 seconds 

to be created. At the same time, DIC under the same conditions takes longer (over 5 minutes). The 

time saving obtained with the proposed methodology is all the greater as the size of the images is high.  

Different case studies, demonstrating the usefulness of this methodology, have been presented. The 

analytical model allows to determine the optimal speckle conditions but also the test conditions 

whatever the tool used to acquire the images. For example, it was shown that in the case of multiscale 

SEM analysis, the application of a chemical etching before the speckle deposition was particularly 

interesting to create a secondary speckle.  
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