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A comparison between different numerical methods for
the modeling of polycrystalline materials with an

elastic-viscoplastic behavior

Camille Roberta, Charles Mareaua

aArts et Métiers ParisTech, Campus d’Angers, LAMPA, 2 bd du Ronceray, 49035 Angers
Cedex 1, France

Abstract

The macroscopic behavior of polycrystalline materials is largely influenced by
the shape, the arrangement and the orientation of crystallites. Different meth-
ods have thus been developed to determine the effective behavior of such ma-
terials as a function of their microstructural features. In this work, which fo-
cuses on polycrystalline materials with an elastic-viscoplastic behavior, the self-
consistent, finite element and spectral methods are compared. These common
methods are used to determine the effective behavior of different 316L polycrys-
talline aggregates subjected to various loading conditions. Though no major
difference is observed at the macroscopic scale, the hardening rate is found to
be slightly overestimated with the finite element method. Indeed, spatial con-
vergence cannot be guaranteed for finite element calculations, even when fine
mesh resolutions, for which the computational cost is important, are used. Also,
as the self-consistent method does not explicitly account for neighborhood ef-
fects, important discrepancies between the self-consistent method and the other
methods exist regarding the mechanical response of a specific grain. The self-
consistent method nevertheless provides a reasonable description of the average
response obtained for a group of grains with identical features (e.g. shape,
orientation).

Keywords: Homogenization, Elasto-viscoplasticity, Self-consistent method,
Finite element method, Spectral method, Heterogeneous materials

1. Introduction

The behavior of engineering materials is sometimes better described by ac-
counting for the heterogeneous aspect of the strain and stress fields which de-
velop during a deformation process. For the specific case of polycrystalline
materials, the main reason for the fluctuations of the strain and stress fields
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is the anisotropy of single crystal elastic and plastic properties. These fluctua-
tions, which may significantly impact the effective behavior of a polycrystalline
aggregate, depend on the properties, the shape, the arrangement and the orien-
tation of the different crystallites. Different methods have thus been developed
to account for the polycrystalline nature of such materials when determining
the effective properties.

Historically speaking, the first propositions were made by Hershey [1] and
Kröner [2] who developed the self-consistent scheme to estimate the effective
properties of heterogeneous materials. Since the initial propositions of Hershey
[1] and Kröner [2] are restricted to constitutive models with a linear form (e.g.
linear elasticity, newtonian viscosity), different extensions have been proposed to
deal with heterogeneous materials with non-linear constitutive relations. For in-
stance, the developments made by Kröner [3] and Hill [4] allow for modeling the
behavior of heterogeneous materials for which the constitutive relation includes
both elasticity and rate-independent plasticity. Neglecting elastic contributions,
Hutchinson [5], Molinari et al. [6] and Lebensohn and Tomé [7] adapted the
self-consistent model to the case of heterogeneous solids with a viscoplastic be-
havior. When dealing with elastic-viscoplastic constitutive relations, additional
difficulties exist because constitutive relations involve different orders of time
derivation. Indeed, complex space-time couplings, described by Suquet [8] as
the long-memory effect, are involved and the local and macroscopic constitutive
models do not have the same structure anymore. To overcome these difficulties,
many approaches have been proposed. They fall into two different categories.
On the one hand, hereditary models use Laplace-Carson transforms to define
a single viscoelastic modulus in the Laplace-Carson space [9, 10, 11, 12]. The
self-consistent problem can then be solved in the Laplace-Carson space before
proceeding to the inversion of the solution to the real time space. On the other
hand, interval variable models are entirely formulated in the real-time space
[13, 14, 15, 16, 17, 18, 19, 20]. They are based on a set of internal variables
whose introduction allows accounting for the interactions associated with the
space-time couplings.

The finite element method [21, 22, 23] is commonly used for the resolu-
tion of mechanical engineering problems. As shown by the pioneering work of
Miyamoto et al. [24], the finite element method is a convenient way of inves-
tigating the local behavior of crystalline materials. Indeed, in contrast with
the self-consistent method, the finite element method aims at providing stress
and strain fields for which compatibility and static equilibrium conditions are
locally fulfilled. The finite element method thus allows for capturing the intra-
granular fluctuations of the stress and strain fields. As a result, thanks to the
development of computing capabilities, there has been a growing interest for
the numerical simulation of polycrystalline aggregates with the finite element
method [25, 26, 27, 28, 29, 30, 31, 32].

The spectral method proposed by Moulinec and Suquet [33] is an alternative
solution for the modeling of heterogeneous materials. It makes an intensive use
of the Fast Fourier Transform algorithm to solve the integral equation associated
with the heterogeneous problem. Though the initial applications of Moulinec
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and Suquet [33] were focused on composite materials, different extensions have
been developed in the context of crystal plasticity [34, 35, 36, 37]. In con-
trast with the finite element method, the periodicity of both the microstructure
and the boundary conditions is a necessary condition for the application of the
spectral method.

Because of their design, the self-consistent, finite element and spectral meth-
ods are based on different assumptions. As a result, the choice of an appropriate
method for a given problem requires being aware of how these assumptions may
influence the estimate of effective properties. The present work thus aims at
comparing these methods in the context of the determination of the effective
properties of polycrystalline aggregates with an elastic-viscoplastic behavior.
The paper is structured as follows. In the first part, the equations associ-
ated with the heterogeneous problem are presented and the different methods
are briefly described. In the second part, some applications are proposed and
the results determined with the different methods are compared. The results
are obtained for 316L polycrystalline aggregates subjected to different loading
conditions: uniaxial tension, cyclic tension-compression and some multiaxial
loading paths allowing for the determination of yield surfaces.

2. Model description

2.1. Field equations

In this work, a volume element V with boundary ∂V , which is representa-
tive of a polycrystalline material, is considered. The volume element consists
of many subdomains with homogeneous properties (i.e. crystallites) being per-
fectly bonded across their interfaces. The effective properties are determined
from the macroscopic stress and strain tensors (denoted by Σ and E) which are
related to the local stress and strain fields (denoted by σ and ε) through the
classical averaging relations of homogenization theory:1

Σ (t) =
1

V

∫
V

σ (x, t) dV =< σ (t) >V (1)

E (t) =
1

V

∫
V

ε (x, t) dV =< ε (t) >V (2)

Within the infinitesimal strain framework, kinematical compatibility relations
are given at any point x and any time t by:

ε (x, t) = sym (u (t)⊗∇x) (3)

ε̇ (x, t) = sym (u̇ (t)⊗∇x) (4)

1These relations hold if and only if the volume element is submitted to homogeneous
boundary conditions or periodic boundary conditions. Only these specific (but rather com-
mon) situations are considered in the present work.
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where u is the displacement field. Also, when no volume forces are present, the
stress field σ should satisfy the static equilibrium conditions:

∇x · σ (t) = 0 (5)

∇x · σ̇ (t) = 0 (6)

Assuming an elastic-viscoplastic behavior, the local strain and strain rate fields
are decomposed into elastic (subscript e) and viscoplastic (subscript p) contri-
butions:

ε (x, t) = εe (x, t) + εp (x, t) (7)

ε̇ (x, t) = ε̇e (x, t) + ε̇p (x, t) (8)

Within a rate-dependent framework, the viscoplastic strain rate ε̇p is a non-
linear function f of the stress tensor σ and some internal variables vk whose
detail does not need to be known at this stage:

ε̇p (x, t) = f (σ, vk) (9)

The introduction of the elastic stiffness tensor c allows for connecting the stress
and stress rate tensors to the strain and strain rate tensors:

σ (x, t) = c (x) : (ε (x, t)− εp (x, t)) (10)

σ̇ (x, t) = c (x) : (ε̇ (x, t)− ε̇p (x, t)) (11)

In order to close the above problem, which consists of equations (3) to (11), the
boundary conditions have to be specified. The boundary conditions prescribed
on ∂V should reflect as better as possible the in-situ state of the representative
volume element. However, in most cases, only partial information regarding the
exact in-situ state is available. Therefore, depending on the method, different
strategies have been adopted to circumvent this difficulty.

In the general case, no analytical solution exists for the heterogeneous prob-
lem which is uniquely defined from field equations and boundary conditions.
Consequently, different methods, which are briefly described in the following
sections, have been developed to obtain numerical solutions to this problem.
These methods aim at finding the stress and strain fields (or equivalently the
stress rate and strain rate fields) satisfying both compatibility, equilibrium and
boundary conditions.

In the following, unless otherwise specified, the dependence with time t and
position x will be omitted.

2.2. Finite element method

The finite element method aims at finding approximate solutions to bound-
ary value problems such as the heterogeneous problem described earlier. The
first step consists of writing the heterogeneous problem in its weak form. The
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weak formulation is obtained by introducing a virtual displacement field v which
allows for transforming equation (5) into:∫

V

(∇x · σ) · v dV = 0 (12)

Integrating by parts the above relation and using the divergence theorem leads
to the weak formulation of the heterogeneous problem:∫

V

σ : ε dV −
∫
∂V

(σ · n) · v dS = 0 = R (u) (13)

where n is the unit normal vector associated with the boundary ∂V and ε is the
compatible strain field deriving from v (i.e. ε = sym (v ⊗∇x)). In the present
case, periodic boundary conditions are imposed to the representative volume
element. For this particular situation, the displacement fields (u and v) are
decomposed into linear (E · x) and periodic (ũ and ṽ) parts:

u = E · x+ ũ (14)

v = E · x+ ṽ (15)

Thus, if the virtual displacement field v is chosen to vanish on ∂V , the weak
formulation (13) reduces to: ∫

V

σ : ε dV = R (u) (16)

The finite element method consists of discretizing the representative volume
element in subdomains (finite elements) for which the geometry and the dis-
placement fields are approximated with shape functions. In the present case,
isoparametric finite elements (i.e. with identical functions for both the geometry
and the displacement field) are used. The introduction of the shape functions
Nn, for which local support is assumed, allows for expressing the displacement
fields u and v for any point as a function of the nodal displacement vectors U
and V :

u = Nn · U (17)

v = Nn · V (18)

The periodic boundary conditions are imposed according to the procedure pro-
posed by Dirrenberger [38] which consists in adding global degrees of freedom
for the prescription of the macroscopic strain tensor E. Indeed, using the above
relations and under the assumption of periodic boundary conditions, the strain
tensors ε and ε are given by:

ε = sym
((
Nn · Ũ

)
⊗∇x

)
+ E = Bn · U ′ (19)

ε = sym
((
Nn · Ṽ

)
⊗∇x

)
+ E = Bn · V ′ (20)
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The vectors U ′ and V ′ are obtained by concatenating the unknown nodal pe-
riodic displacement vectors Ũ and Ṽ and the prescribed macroscopic strain
tensor E. According to the above expressions of the strain tensors, relation (16)
becomes: ∫

V

σ : (Bn · V ′) dV = R (u) (21)

Since the constitutive relation (10) is non-linear, the resolution of the above
problem, for which the solution is given by the unknown vector U ′, necessitates
a numerical procedure for the minimization of R. An iterative Newton-Raphson
procedure is used here. Thus, with a given estimate of U ′ (iteration i), a new
estimate (iteration i+ 1) is calculated from:

∂R

∂U ′

∣∣∣∣
i

·
(
U ′i+1 − U ′i

)
= −R (ui) (22)

The differentiation of R regarding U ′ is given by:

∂R

∂U ′
=

∫
V

∂ε

∂U ′
:
∂σ

∂ε
: ε dV =

∫
V

BnT

:
∂σ

∂ε
: Bn · V ′ dV (23)

This procedure, which is repeated until convergence is achieved, allows for solv-
ing the non-linear equation (21). Classically, the convergence criterion is based
on the evaluation of the residual nodal forces which are required to be inferior
to a certain tolerance e:∣∣∣∣∣∣∣∣∫

V

σ : Bn dV −
∫
V

BnT

:
∂σ

∂ε
: Bn · U ′ dV

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∫
V

BnT

:
∂σ

∂ε
: Bn · U ′ dV

∣∣∣∣∣∣∣∣ ≤ e (24)

Knowing the nodal displacement vector at a given time t, the strain field can be
determined for any point x with relation (19). The stress field is then calculated
by integrating the constitutive relation (10).

2.3. Spectral method

The spectral method, which was first introduced by Müller [39] and Moulinec
and Suquet [33], requires discretizing the representative volume element into
voxels. The application of the spectral method necessitates both the microstruc-
ture and the boundary conditions to be periodic. The boundary conditions are
thus given by relation (14). The spectral method uses the Fast Fourier Trans-
form (FFT) algorithm to find a numerical solution to the integral equation as-
sociated with the heterogeneous problem. To obtain the integral equation, the
local elastic modulus c is expressed as the sum of a uniform reference modulus
C and a fluctuating part δc:

c (x) = C + δc (x) (25)
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According to the above decomposition, the local constitutive law (10) can be
written:

σ = C : ε+ τ (26)

where τ is the polarization field defined by:

τ = δc : ε− c : εp (27)

The integral equation is obtained by introducing the modified Green operator
ΓC associated with the reference medium in equation (26). The modified Green
operator ΓC display specific properties for any compatible field (like ε) and any
balanced field (like σ): (

ΓC : C
)
∗ ε = ε− E (28)

ΓC ∗ σ = 0 (29)

where ∗ denotes the spatial convolution product. The introduction of the modi-
fied Green operator ΓC in relation (26) leads to the following periodic Lippmann-
Schwinger integral equation:

ε = E − ΓC ∗ τ (30)

The application of the Fourier transform converts the integral equation from
the spatial domain to the frequency domain according to:

ε̂ (ξ, t) =

{
E (t) for ξ = 0

−Γ̂C (ξ) : τ̂ (ξ, t) for ξ 6= 0
(31)

In the above equation, ξ is the frequency vector and the Fourier transform
of an arbitrary field z is denoted by ẑ. Since the modified Green operator is
explicitly known in the frequency domain [40], the convolution product, which
reduces to a tensor product, is easily evaluated in the frequency domain. Also,
because the polarization field τ depends on the strain field ε, the resolution of
the integral equation necessitates an iterative procedure. Different resolution
procedures, whose performance depends on the property contrast, have been
developed [41, 42, 43]. In the present work, the initial resolution scheme from
Moulinec and Suquet [33] is used. For this specific iterative scheme, convergence
is met when static equilibrium conditions are fulfilled according to a certain
tolerance e′: √

< ||∇x · σ||2 >V

||Σ||
≤ e′ (32)

Once convergence has been reached, the inverse Fourier transform is applied to
express the strain field in the spatial domain.

2.4. Self-consistent method

While the finite element and spectral methods provide numerical solutions
to the heterogeneous problem, the solution calculated with the self-consistent
method is an approximation. This approximation is obtained by considering
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the volume element as an infinite medium with homogeneous strain rate bound-
ary conditions for which the velocity field on ∂V depends on the prescribed
macroscopic strain rate:

u̇ = Ė · x (33)

For heterogeneous materials with an elastic-viscoplastic behavior, different ap-
proaches have been developed (e.g. [12, 13, 15, 16]). In the present work,
the self-consistent model recently developed by Mareau and Berbenni [20] is
considered. This model is based upon an affine linearization procedure of the
viscoplastic flow rule:

ε̇p (x, t) ≈ m (x, t) : σ (x, t) + η̇ (x, t) (34)

m (with b = m−1) is the viscoplastic compliance tensor whose definition is:

m =
∂f

∂σ
(35)

η̇ is the back-extrapolated viscoplastic strain rate:

η̇ = ε̇p −m : σ (36)

The constitutive model (11) is therefore re-written in the following form:

σ̇ = c : (ε̇−m : σ − η̇) (37)

In the model of Mareau and Berbenni [20], a specific form of the integral equa-
tion is derived by introducing fluctuations (δc and δb) for both the elastic and
viscoplastic moduli:

c (x) = C + δc (x) (38)

b (x) = B + δb (x) (39)

where C and B are the moduli associated with the elastic and viscoplastic
reference media. The corresponding modified Green operators ΓC and ΓB are
now introduced in the constitutive relation (37) to obtain the integral equation.
Using the specific properties of the modified Green operators ΓB and ΓC , given
by relations (28) and (29), leads to:

ε̇ = Ė − ΓC ∗ (δc : ε̇e)− ΓB ∗ (δb : ε̇p − b : η̇) +
(
ΓC : C − ΓB : B

)
∗ ε̇p (40)

The above integral equation, which contains the entire heterogeneous problem,
shows how the local strain rate depends on both the macroscopic strain rate
and the interactions between the different points of the representative volume
element. The self-consistent approximation aims at finding an estimate of the
local strain rate, stress rate and stress fields. The estimate is based upon the
decomposition of the modified Green tensors into local (subscript l) and non-
local (subscript nl) parts:

ΓC (x− x′) = ΓC
l δ (x− x′) + ΓC

nl (x− x′) (41)
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ΓB (x− x′) = ΓB
l δ (x− x′) + ΓB

nl (x− x′) (42)

According to the above decomposition, the integral equation can be divided into
local and non-local terms. While the computation of non-local terms is gener-
ally not trivial, local terms, which do not involve any convolution operation,
are easily evaluated. However, special attention must be paid to neglect non-
local terms without compromising the description of the interactions associated
with the elastic-viscoplastic coupling. One possible way consists of solving in-
dependently the integral equations obtained for the same representative volume
element with either a purely elastic or a purely viscoplastic behavior. Indeed,
for the specific cases of pure elasticity and pure viscoplasticity, the constitu-
tive relation (37) takes a simple affine form. For heterogeneous problems with
such constitutive equations, estimates of the unknown strain rate fields may be
obtained from the self-consistent approximation:

ε̇ = ACe : Ė for pure elasticity (43)

ε̇ = ABe : Ė +ABe : ΓBe
l :

(
b : η̇ −Be : Ṅe

)
for pure viscoplasticity (44)

ACe and ABe are the strain rate localization tensors defined by:

ACe =
(
I + ΓCe

l : (c− Ce)
)−1

(45)

ABe =
(
I + ΓBe

l : (b−Be)
)−1

(46)

with I the fourth rank identity tensor. The effective elastic and viscoplastic
moduli tensors Ce (with Se = Ce−1) and Be (with Me = Be−1) are given by:

Ce =< c : ACe >V (47)

Be =< b : ABe >V (48)

For the heterogeneous medium with a purely viscoplastic behavior, the effective
back-extrapolated strain rate is:

Ṅe = ΓBe−1

l : Me :< ABe : b : ΓBe
l : η̇ >V (49)

In the approach of Mareau and Berbenni [20], the self-consistent solutions ob-
tained for the purely elastic and purely viscoplastic heterogeneous problems
are combined using translated field techniques to deduce the final strain rate
localization rule:

ε̇ = ACe : Ė +ACe : ΓBe
l :

(
b : η̇ −Be : Ṅe

)
+ACe : ΓCe

l :
(
δc : ε̇p + c : ACe :

(
< ε̇p > −Ėe

p

))
−ACe : ΓBe

l :
(
δb : ε̇p − b : ABe :

(
Me : Σ + Ṅe− < ε̇p >

))
+ACe :

(
ΓCe
l : Ce − ΓBe

l : Be
)

:
(
ε̇vp −AB :< ε̇p >

)
−ACe :

(
ΓCe
l : Ce − ΓBe

l : Be
)

:
(
ABe : ΓBe

l :
(
b : η̇ −Be : Ṅe

))
(50)
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The localization relation (50) shows how the local strain rate ε̇ depends on
both the boundary conditions Ė and the interactions resulting from the elastic
and viscoplastic incompatibilities. From a numerical point of view, the imple-
mentation of the present approach is relatively straight forward since only the
self-consistent solutions of the purely elastic and purely viscoplastic heteroge-
neous problems are required for the calculation of the strain rate field. In the
above relation, Ėe

p is the effective viscoplastic strain rate which is chosen to
impose the averaging condition:

Σ̇ =< σ̇ >V (51)

3. Results

3.1. Constitutive model and material parameters

For polycrystalline materials, the local behavior of each crystal is largely im-
pacted by its orientation because of the anisotropy of elastic and plastic prop-
erties. In the present work, the local behavior is described within a crystal
plasticity framework using the constitutive relations proposed by Méric and
Cailletaud [44]. The constitutive relations are specified for each slip system s
which is uniquely defined from two unitary vectors: the slip plane normal ns

and the slip direction bs. Thus, considering a crystal with N slip systems (i.e.
s = 1 to N), the constitutive model is described from equations (52) to (56):

ε̇p =

N∑
s=1

1

2
(ns ⊗ bs + bs ⊗ ns) γ̇s (52)

γ̇s =

(
〈|τs − xs| − rs〉

K

)m

sign (τs − xs) (53)

τs = σ : (bs ⊗ ns) (54)

xs = Ays with ẏs = γ̇s −Dys|γ̇s| (55)

rs = r0 +

N∑
t=1

QHstqt with q̇t =
(
1−Bqt

)
|γ̇t| (56)

According to this constitutive model, the viscoplastic shear strain rate γ̇s for
the slip system s depends on:

• the resolved shear stress τs which is related to the stress tensor σ through
the Schmid law,

• the isotropic hardening shear stress rs which is related to the internal
variable qs,

• the kinematic hardening shear stress xs which is related to the internal
variable ys.
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c1111 (GPa) c1122 (GPa) c1212 (GPa) K (MPa) m
197 125 122 12 11

r0 (MPa) Q (MPa) B a (MPa) d
40 10 3 40 000 1500
h1 h2 h3 h4 h5 h6
1 1 0.6 12.3 1.6 1.8

Table 1: Material parameters for the 316L stainless steel polycrystalline aggregates [45]. Only
independent elastic constants and non-zero coefficients are indicated.

Different material parameters have been introduced in the constitutive model:
K is a viscosity parameter, m is a strain rate sensitivity parameter, A and D
are kinematic hardening parameters and Q, B and H are isotropic hardening
parameters.

According to this constitutive model, the local intrinsic dissipation source
d1 is given by:

d1 = σ : ε̇p −
N∑
s=1

xsẏs −
N∑
s=1

(rs − r0) q̇s (57)

At time t, the local dissipated energy density wd is thus obtained from:

wd =

∫ t

0

d1dt
′ (58)

The material properties given in table 1 are used for the different simulations.
They have been determined for 316L by Guilhem et al. [45]. Only the {111} <
110 > plastic slip systems are considered. The matrix H, which is a N × N
matrix describing the interactions between the different slip systems, is defined
from six constants (h1 to h6). As initially proposed by Hirth [46], the constants
correspond to different types of interactions between a given slip system and
the other systems. For two slip systems (say s and t), the interaction term
Hst depends whether the systems are identical (Hst = Hss = h1), coplanar
(Hst = h2), collinear (Hst = h3), Hirth junction (Hst = h4), forming glissile
junction (Hst = h5) or forming sessile junction (Hst = h6).

3.2. Representative volume elements

For the present comparison, ten different polycrystalline aggregates are con-
sidered. Each aggregate consists of two hundred equiaxed grains that were built
from a periodic Voronöı tessellation. To obtain regular polyhedrons, germ po-
sitions were fixed according to an iterative procedure which imposes a minimal
distance between two germs [47]. Also, small edges were removed to ensure a
sufficient quality of the finite element mesh. The set of crystallographic ori-
entations was selected using the discretization technique proposed by Melchior
and Delannay [48] to represent as better as possible a random texture. It is
emphasized that the same set of orientations is used for each aggregate. It is
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therefore possible to define some average quantities for each grain (the total
number of grains is 2000 = 10× 200), for each orientation (the total number of
orientations is 200), for each aggregate (the total number of aggregates is 10)
or for the whole set of aggregates.

For self-consistent calculations, the different grains of the representative vol-
ume element are treated as spherical inclusions embedded in a homogeneous
medium. For the application of the spectral method, the 3D microstructure
is discretized into 128 × 128 × 128 ≈ 2, 000, 000 voxels (see figure 1). For fi-
nite element simulations, the microstructure is represented with approximately
200,000 tetrahedral elements with a quadratic interpolation of the displacement
field (see figure 1). For a such resolution, the total number of degrees of freedom
for the finite element problem is about 1,000,000.

To determine whether convergence is achieved or not, the spectral and finite
element methods involve numerical tolerances. In the present work, the numer-
ical tolerances e and e′ were respectively set to 10−4 and 10−5. With a further
reduction of these tolerances, the different components of the local stress and
strain tensors are not altered up to the fourth significant digit. A detailed in-
vestigation of the influence of these tolerances has been carried out by Eisenlohr
et al. [37].

Figure 1: Discretization of the periodic representative volume elements used for the present
comparison. The grid used for performing calculations with the spectral method is plotted
on the left side. The mesh used for performing calculations with the finite element method is
plotted on the right side.

3.3. Computing facilities and softwares

The numerical implementation of the self-consistent, spectral and finite ele-
ment methods has been done by the authors. The different methods use exactly
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Method Strain rate Young’s modulus Yield stress Strain hardening exponent
(s−1) (GPa) (MPa)

0.005 182 0.049
FEM 0.05 191.4 186 0.048

0.5 192 0.047
0.005 181 0.039

FFT 0.05 191.1 185 0.039
0.5 190 0.038

0.005 179 0.064
SC 0.05 191.3 184 0.062

0.5 191 0.060

Table 2: Effective properties determined with different methods in the case of uniaxial tension
for different strain rates 0.005 s−1, 0.05 s−1 and 0.5 s−1.

the same numerical procedure for the integration of the constitutive model (a
semi-implicit time integration scheme). The implementation of the spectral
method is based upon the FFTW algorithm proposed by Frigo and Johnson
[49]. For the finite element method, the resolution of the linear system of equa-
tions is achieved with the MUMPS solver [50]. Both the finite element and
spectral methods make an intensive use of shared-memory parallel program-
ming. The self-consistent method is entirely implemented in a sequential mode.
The calculations were performed on a DELL PowerEdge R710 server with 2
processors (Intel Xeon X5690) with 6 cores each and with 96 GB of RAM. For
the spectral and finite element methods, mesh or grid refinements are generally
limited by computation times.

3.4. Uniaxial tension

The case of uniaxial tension, up to a macroscopic strain E11 of 5%, is first
examined. Different strain rate conditions are imposed to the polycrystalline
aggregates: 0.005 s−1, 0.05 s−1 and 0.5 s−1. The results obtained from the
finite element (labeled as FEM), spectral (labeled as FFT) and self-consistent
(labeled as SC) methods are plotted in figure 2. The effective values of the
Young’s modulus, the 0.2% offset yield stress and the strain hardening exponent
determined with the different methods are given in table 2.

According to the Young’s modulus and yield stress estimates, no significant
difference is observed between the different methods within the elastic regime.
However, as shown by the different strain hardening exponents, some discrep-
ancies exist within the plastic regime. The explanation for these differences
is twofold. First, the effective properties calculated with the self-consistent
method result from an approximation of the integral equation (40) associated
with the heterogeneous problem. Therefore, the overestimation of the strain
hardening exponent with the self-consistent method is caused by the neglecting
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Figure 2: Evolution of the macroscopic stress as a function of the macroscopic strain deter-
mined with different methods in the case of uniaxial tension for different strain rates 0.005
s−1 (top), 0.05 s−1 (middle) and 0.5 s−1 (bottom).

of non-local contributions which appear in the integral equation. Also, the fi-
nite element and spectral methods consider the entire heterogeneous problem so
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similar values of the strain hardening exponent should be obtained with these
numerical methods. However, the accuracy of these methods is conditioned by
the mesh/grid resolution used for discretizing the representative volume ele-
ments. In order to evaluate spatial convergence, the axial stress Σ11 obtained
at the end of uniaxial tension simulations (i.e. when E11 = 0.05) has been com-
puted with different mesh/grid resolutions for a macroscopic strain rate of 0.05
s−1. As illustrated by figure 3, the resolution used for performing calculations
with the spectral method (i.e. 2,000,000 voxels) is such that further refinement
does not significantly alter the macroscopic mechanical response. For finite el-
ement calculations, the final axial stress is found to change importantly with
an increasing mesh resolution. As a consequence, since further mesh refinement
is practically not possible with the available computing facilities, convergence
cannot be guaranteed for finite element calculations with 1,000,000 degrees of
freedom.

 209

 210

 211

 212

 213

 214

 215

 216

 217

 218

 219

 220

 10000  100000  1e+06  1e+07  1e+08

M
a

c
ro

s
c
o

p
ic

 a
x
ia

l 
s
tr

e
s
s
 (

M
P

a
)

Number of Degrees Of Freedom/Voxels

FEM
FFT
SC

Figure 3: Evolution of the macroscopic axial stress obtained at the end of uniaxial tension
simulations for a macrocopic strain rate of 0.05 s−1 as a function of the mesh/grid resolution.
Since the self-consistent method does not require any spatial discretization, the results are
independent of the spatial resolution.

The evolution of the yield stress as a function of the strain rate, which
provides some information regarding the effective strain rate sensitivity of the
polycrystalline aggregates, is plotted in figure 4. While the effective strain
rate sensitivities obtained from the spectral and finite element methods are
very similar, the polycrystalline aggregates display a slightly higher strain rate
sensitivity according to the self-consistent method.

Figure 5 shows the evolution of the computation time needed for calculat-
ing the response of a polycrystalline aggregate under uniaxial tension according
to the self-consistent, spectral and finite element methods as a function of the
mesh/grid resolution. In comparison with full field methods, the self-consistent
method necessitates very low computational resources while it provides a reason-
able description of the macroscopic behavior. Also, in contrast with the spectral
method, the finite element method is rapidly limited by the computation time
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Figure 4: Evolution of the 0,2% offset yield stress as a function of the macroscopic strain rate
determined from different methods in the case of uniaxial tension.

which is important for fine mesh resolutions.
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Figure 5: Evolution of the computation time needed for calculating the response of the poly-
crystalline aggregate under uniaxial tension according to the self-consistent, spectral and finite
element methods as a function of the mesh/grid resolution. Since the self-consistent method
does not require any spatial discretization, the results are independent of the spatial resolution.

3.5. Cyclic plasticity

The case of cyclic plasticity is now considered. Different uniaxial strain-
controlled cyclic tests are simulated with the finite element, spectral and self-
consistent methods. Simulations are performed with a loading frequency of 1 Hz
and with strain amplitudes of 0.4% and 0.8%. The results obtained for the 10th
loading cycle are plotted in figure 6. No major difference is observed between
the different methods for both strain amplitudes.
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Figure 6: Evolution of the macroscopic stress as a function of the macroscopic strain deter-
mined with different methods in the case of cyclic plasticity for different strain amplitudes:
0.4% (top) and 0.8% (bottom).

To observe possible discrepancies between the different methods at the local
scale, the average axial stress < σ11 >Vg

, the average axial strain < ε11 >Vg
and

the average dissipated energy density < wd >Vg are determined for each grain g
with volume Vg. Figure 7 shows the cumulative distribution functions obtained
for these quantities according to the different methods at the end of the last
cycle for both strain amplitudes (when E11 = −0.8% or −0.4%). Though the
distributions obtained from the spectral and finite element methods are quite
similar, internal stresses are found to be overestimated by the finite element
method for which, because of the insufficient mesh resolution, the fulfillment
of local equilibrium conditions is not guaranteed. Also, the results calculated
from the self-consistent method are much less scattered than those determined
with the other methods. However, by design, the self-consistent model does
not provide any information about the state of a specific grain. The influence of
neighboring grains is not explicitly accounted for with the self-consistent method
which, strictly speaking, allows for determining the average response of a group
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of grains having identical features (e.g. orientation, shape).
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Figure 7: Cumulative distribution functions obtained for the average axial stress (top), the
average axial strain (middle) and the average dissipated energy (bottom) per grain at the end
of the last cycle for different macroscopic strain amplitudes: 0.4% (left) and 0.8% (right).

An alternative point of view thus consists of comparing some average quan-
tities per orientation. Figure 8 shows the cumulative distribution functions ob-
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tained for the average axial stress < σ11 >Vc , the average axial strain < ε11 >Vc

and the average dissipated energy density < wd >Vc per orientation. Such
quantities have been computed for each crystallographic orientation c with vol-
ume Vc at the end of the last cycle for both strain amplitudes. According to
figure 8, for the average axial stress and axial strain per orientation, the cu-
mulative distribution functions obtained with the self-consistent, spectral and
finite element methods are in reasonable agreement. More specifically, though
the self-consistent method is not appropriate for determining the state of a spe-
cific grain, it provides correct estimates of the average stress-strain response of
a given orientation (i.e. a group of grains with identical features). However,
when looking at the average dissipated energy density per orientation, impor-
tant discrepancies exist between the self-consistent method and the full field
methods. Indeed, because the dissipation source is a highly non-linear function
of the stress state, small discrepancies regarding the local stress state propagate
into important differences regarding the dissipated energy density.

3.6. Yield surface

To correctly model the behavior of a polycrystalline aggregate submitted
to multiaxial loading conditions, an accurate description of the yield surface
is generally required. In this section, the yield surfaces obtained from the fi-
nite element, spectral and self-consistent methods are compared for various
prestraining conditions: without any prestraining, after a uniaxial tension pre-
straining up to a macroscopic strain E11 of 5% and after a shear prestraining
up to a macroscopic strain E12 of 5%. The yield surfaces are determined from
different stress-controlled monotonic loadings resulting from combinations of
normal stresses and shear stresses (Σ11 and Σ12). The onset of plastic yielding
is detected using a 0.1% offset equivalent plastic strain criterion.

As shown by figure 9, the results determined with the different methods
are in good agreement with each other. More specifically, the evolution of
the yield surface is mostly governed by kinematic hardening since a significant
translation of the yield surface, rather than a large expansion, is observed when
a prestraining is applied to polycrystalline aggregates. Therefore, though some
discrepancies may exist regarding the evolution of internal stresses, the impact
of internal stresses on the effective macroscopic behavior is correctly described
by the different methods.

4. Conclusions

In the present work, different methods for the determination of the effec-
tive properties of polycrystalline aggregates with an elastic-viscoplastic behav-
ior have been compared. First, the main features of the finite element, spectral
and self-consistent methods have been briefly recalled. Using a crystal plasticity
based constitutive model, the effective behavior of different 316L polycrystalline
aggregates has been determined with the different methods. The responses have
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Figure 8: Cumulative distribution functions obtained for the average axial stress (top), the
average axial strain (middle) and the average dissipated energy (bottom) per orientation at
the end of the last cycle for different macroscopic strain amplitudes: 0.4% (left) and 0.8%
(right).

been computed for various loading conditions: uniaxial tension, cyclic tension-
compression and different loading paths allowing for the determination of yield
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Figure 9: Yield surfaces determined with different methods for a 316L polycrystalline ag-
gregates for various prestraining conditions: without any prestraining (top), after a uniaxial
tension prestraining up to a macroscopic strain E11 of 5% (middle) and after a shear pre-
straining up to a macroscopic strain E12 of 5% (bottom).

surfaces.
When looking at the macroscopic behavior, no major difference is observed
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between the different methods. However, though similar results should be ob-
tained with the finite element and spectral methods, the hardening rate is found
to be slightly overestimated by the finite element method. Indeed, the accuracy
of the finite element and spectral methods is conditioned by the mesh/grid res-
olution used for discretizing the representative volume element. As shown by
the results obtained for uniaxial tension, spatial convergence cannot be guaran-
teed for finite element calculations. A particular care must thus be taken when
using the finite element method for estimating effective properties. Fine mesh
resolutions, for which the computational cost is possibly high, might be needed
to get accurate estimates.

The observation of the local behavior shows important discrepancies be-
tween the self-consistent method and the other methods. Indeed, since the
self-consistent method underestimates the influence of neighboring grains, it is
not appropriate for determining the mechanical response of a specific grain.
Nevertheless, when looking at either the macroscopic response or the average
response of a group of grains with identical features, the self-consistent method
is found to provide correct estimates within short computation times.
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