The aim of this study is to apply proper generalized decomposition (PGD) to solve mixed-convection problems with and without mass transport in a two dimensional lid-driven cavity. PGD is an iterative reduced order model approach which consists of solving a partial differential equation while seeking the solution in separated form. Comparisons with results in the literature and with results from a standard solver are made. For the case of a mixed-convection problem without mass transfer, three Richardson numbers are considered, \( Ri = 0.1, Ri = 1, \) and \( Ri = 10. \) In this case, PGD is seven times faster than the standard solver with \( Ri = 10 \) with a similar accuracy. For the case with mass transfer, simulations are done with different Lewis numbers, \( Le = 5, Le = 25, \) and \( Le = 50, \) and with different value of the ratio \( N \) between the solutal and the thermal Grashoff numbers. In this case, too, PGD is ten times faster than the standard solver.

I. INTRODUCTION

The study of flow in mixed convection is a relevant research topic that has been treated by many authors in recent years. In fact, these type of flows can be found in many engineering applications—for example, cooling of electronic devices, lubrication and drying technologies, heat exchangers, and ventilation of rooms to name just a few of these applications. Two different problems can be treated. The first one, which has been extensively studied in the literature, is the case where the cavity is differentially heated with a single-sided [1–5] or double moving lid [6–8]. The second case consists of introducing some particles in the cavity and treating the mixed convection with mass transport [9–13].

Mixed-convection problems are not convenient to solve for optimization problems where multiple solutions are usually required, or for feedback control problems where real-time solutions are requested. In fact, such problems give rise to very large systems that cannot be easily solved numerically. Consequently, in order to decrease the computation time, it is necessary to develop and use fast numerical methods such as reduced-order models (ROMs).
The most popular reduced-order modeling technique is proper orthogonal decomposition (POD). This technique has been used to treat problems of particle dispersion [14, 15] and mixed-convection problems in cavities [16–19]. POD uses a set of snapshots generated by evaluating the computational solution of a transient problem at several time points. The POD basis is given by the most representative vector corresponding to the most dominant eigenvalue of the snapshot vector matrix. A low-order dynamic system is then obtained by the Galerkin projection of the problem onto this basis. Since \( N \) is small (a few dozen), the resolution of this system is fast.

The main drawback of POD is the need for snapshots of the solution in order to construct the reduced basis. A lengthy computing time may be required for the calculation of these snapshots. Furthermore, the basis depends on the information contained in the snapshots. As a result, the basis is not necessarily valid to study a phenomenon in a range of parameters different from the initially set parameters. To overcome these disadvantages it is possible to use the proper generalized decomposition (PGD) method, which consists of constructing iteratively a reduced basis without “a priori” knowledge of the solution. At each iteration of the iterative process, the basis is improved by adding a new vector.

This method involves looking for a solution to a partial differential equation as a product sum of the functions of each variables. For example, if we search a field \( w \) dependent on \( N \) variables, this can be expressed by

\[
w(x_1, \ldots, x_N) \approx w_Q(x_1, \ldots, x_N) = \sum_{i=1}^{Q} \prod_{k=1}^{N} F_{ki}(x_k)
\]

(\( x_i \) can be any scalar or vector variable involving space, time, or any other parameter of the problem, such as the conductivity coefficient, for example). Thus, if \( M \) degrees of freedom are used to discretize each variable, the total number of unknowns involved in the solution is \( Q \times N \times M \) instead of the \( M^N \) degrees of freedom involved in mesh-based usual discretization techniques. In most cases, where the field is sufficiently regular, the number of terms \( Q \) in the finite sum is generally quite small (a few dozen), and in all cases the approximation converges toward the solution of the full grid description [20, 21]. It must be emphasized here that the functions are not known “a priori.” These functions are adaptively computed by introducing the separated approximation of the representation into the model and then solving the resulting nonlinear problem.

PGD philosophy, originally called “radial time-space approximation,” was first introduced by Ladevèze [22, 23] in the context of the LATIN method (Large Time Increment method) to reduce calculation cost as well in terms of memory storage as in terms of simulation time. The LATIN method was developed to solve unsteady nonlinear mechanical problems. It consists of solving iteratively a nonlinear local problem followed by a global linear problem, until convergence to the solution of the problem. Solving the full problem can be very costly; the introduction of PGD to solve this problem allowed the use of the LATIN method in cases where a classical resolution would have been impossible. In this case the solution \( w(x, t) \) of the problem defined on a
space-time domain is searched in the following form:

\[ w(x, t) \approx w_m(x, t) = \sum_{i=1}^{m} F_i^1(x) F_i^2(t) \]

The use of PGD combined with the LATIN method is also effective for solving mechanical problems involving different scales. It provides very satisfactory results with consequent reduction of the computation time and storage [24, 25]. More recently, and within the framework of homogenization problems, Lamari et al. [26] have applied PGD in order to determine, in the linear case, the homogenized thermal conductivity tensor of a microstructure.

PGD has also been applied to solve stochastic differential partial equations. In this context the solution \( w \) of a given stochastic problem is sought in the following form:

\[ w \approx \sum_{i=1}^{m} \lambda^i F^i \]

where \( F^i \) are deterministic functions weighted by random coefficients \( \lambda^i \). Nouy [27, 28] applies the method to solve stochastic linear equations (in this work, the PGD is initially named generalized spectral decomposition). Nouy shows that the method saves computing time and storage space compared with Krylov-type methods traditionally used in this context. Finally, Nouy and Le Maitre [29] proposed an extension of PGD for solving stochastic nonlinear differential equations.

Another area where PGD has shown its capacity is in the solving of multidimensional problems. In this case, the solution \( u(x_1, \ldots, x_n) \) of a given problem is sought in totally separated form. So, as already mentioned, the approximation of order \( m \) of the solution is defined as

\[ u_m(x_1, \ldots, x_n) = \sum_{i=1}^{m} F_i^1(x_1) \cdots F_i^N(x_n) \]

where \( x_1, \ldots, x_n \) variables can represent spatial, temporal, or controls parameters (such as the Reynolds number) of the problem. In fact, seeking a solution as a decomposition on each variable can make the problem much easier (in terms of storage and computation time) to solve. Therefore, Ammar et al. [30–32] introduced PGD to treat the problems of description of fluids on a microscopic scale through the resolution of the Fokker-Planck equation. In this type of description, the number of degrees of freedom associated with a molecule (represented as a simple spring) is seven (three spatial dimensions, one temporal dimension, and three coordinates used to define the orientation and elongation of the spring). The method solved the Fokker-Planck equation using a number of unknowns equal to \( 10^5 \), so that the resolution would have necessitated a classic mesh size \( 10^{35} \), which is impossible to treat with standard method. Chinesta et al. [33] browse different physical descriptions involving different scales (quantum mechanics, molecular dynamics, Brownian dynamics, kinetic theory) and focus on the difficulties encountered due to the large
number of degrees of freedom, and thus the benefits of the PGD method to address these problems. Recently, PGD was also used to solve problems of fluid mechanics [34, 35]. In this context, PGD is applied to solve the Navier-Stokes equation in order to reduce CPU time, by decreasing the cost of the space representation, and to obtain a sufficiently accurate solution. An incremental approach is keeping and the separation is doing over the physical space at each time step.

The aim of this work is to study the ability of PGD to treat the problems of mixed convection with and without mass transport. In the same way as what has been done in [34], a fractional step algorithm is used to decouple the velocity and pressure.

This article is organized as follows. First, we summarize briefly the numerical strategy used to solve the problem, including the governing equations and the discretization used to solve the problem. Furthermore, the PGD method is presented in this section. Then the PGD method is applied to solve mixed-convection problems with and without mass transfer in a 2-D square lid-driven cavity. Results obtained by PGD are compared to these obtained with a standard solver and with these of the literature.

2. GOVERNING EQUATIONS

In the following, the 2-D nonisothermal Navier-Stokes equations with mass transport will be described in dimensionless form. The fluid is considered Newtonian, incompressible, and with constant properties. The flow is laminar and the mixture is assumed to be perfect. Boussinesq approximation is performed, i.e., the fluid properties are assumed to be constant except for the density, \( \rho \), which is assumed to vary linearly with both temperature and concentration [36, 37] such that \( \rho = \rho_0 [1 - \beta_T (T - T_c) - \beta_C (C - C_c)] \), where \( T_c \) and \( C_c \) are temperatures imposed by the boundary conditions. \( \rho_0 \) is a characteristic density; \( \beta_T \) and \( \beta_C \) are volumetric expansion coefficients with temperature and mass (concentration) fraction, respectively. The equations of the problem will be written in dimensionless form using the new dimensionless variables as follows:

\[
\begin{align*}
\Theta &= \frac{T - T_c}{T_h - T_c} \quad \Phi = \frac{C - C_c}{C_h - C_c} \quad \tau = \frac{t U_0}{d} \quad P = \frac{p}{\rho_0 U_0^2} \\
X &= \frac{x}{d} \quad Y = \frac{y}{d} \quad U = \frac{u}{U_0} \quad V = \frac{v}{U_0}
\end{align*}
\]

where \( x \) and \( y \) are the Cartesian coordinates measured along the horizontal and vertical axes of the cavity, \( u = (u, v) \) is the velocity vector, \( T \) is the temperature of the fluid, \( C \) is the concentration of the species, and \( t \) is the time. \( U_0 \) and \( d \) are the characteristic velocity and length of the studied problem, \( U = (U, V) \) is the dimensionless velocity, \( \Theta \) represents the dimensionless temperature, and \( \Phi \) the dimensionless concentration. The equations of the problem in dimensionless form can be written as follows:

\[
\begin{align*}
\nabla \cdot U &= 0, \\
\frac{\partial U}{\partial t} + \nabla U \cdot U + (U \cdot \nabla)U &= -\nabla P + \text{Ri} \left( \Theta + \frac{Gr_C}{Gr_T} \Phi \right) \cdot \mathbf{y} \\
\frac{\partial \Theta}{\partial t} - \frac{1}{Re_T} \nabla^2 \Theta + (U \cdot \nabla)\Theta &= 0 \\
\frac{\partial \Phi}{\partial t} - \frac{1}{Re_C} \nabla^2 \Phi + (U \cdot \nabla)\Phi &= 0
\end{align*}
\]
where Re is the Reynolds number, Sc the Schmidt number, Ri the Richardson number, and Pr the Prandtl number. \( Gr_T \) and \( Gr_c \) are the thermal and solutal Grashof numbers, respectively. These dimensionless numbers are defined by

\[
\begin{align*}
Re &= \frac{U_0 d}{\nu} \\
Sc &= \frac{\nu}{D} \\
Pr &= \frac{\nu^2}{\alpha} \\
Ri &= \frac{Gr_T}{Re^2} \\
Gr_T &= \frac{g \beta_T (T_h - T_c) d^3}{\nu^2} \\
Gr_c &= \frac{g \beta_c (C_h - C_C) d^3}{\nu^2}
\end{align*}
\]

where \( \nu \) is the kinematic viscosity of the fluid, \( D \) the diffusion coefficient, and \( \alpha \) the thermal diffusivity.

The Richardson number characterizes the importance of natural convection relative to the convection induced by forced training of the cavity on the top, while the thermal Grashoff number represents the strength of natural convection and the Reynolds number the strength of the forced convection. For a very small value of Richardson number we are in forced-convection regime, while Richardson is great when we are in a so-called natural convection.

3. RESOLUTION TECHNIQUE

3.1. Discretization of the Problem

The main difficulty encountered in the resolution of the Navier-Stokes equations lies in the velocity–pressure coupling within the continuity equation. In this work these fields are decoupled using a fractional step method which consists of solving the momentum equation in order to find an estimated velocity and then solving Poisson equation from this estimated velocity, thus providing a pseudo-pressure. These two equations are solved at each time step. Solving these two equations gives a reconstruction of the velocity and the pressure within these two estimated fields with respect to the continuity equations. In this work we use the Van-Kan algorithm (see [38]), which will be described in the following.

A Crank-Nicholson discretization is applied to the diffusion term, and the convective term, is discretized with an Adams-Bashforth scheme. The temperature and the concentration are discretized in an explicit way. Then, at time step \( n + 1 \), we are looking for \( U^{n+1} \) and \( P^{n+1} \) such as

\[
\begin{align*}
\frac{U^{n+1} - U^n}{\delta t} - \nabla^2 \left( \frac{U^{n+1}}{Re} \right) + \nabla P^{n+1} &= -\frac{3}{2} \nabla \cdot (UU)^n + \frac{1}{2} \nabla \cdot (UU)^{n-1} \\
+ Ri \left( \Theta^n + \frac{Gr_c}{Gr_T} \Phi^n \right) \cdot \vec{v} & \text{ in } \Omega \\
\nabla \cdot U^{n+1} &= 0 \text{ in } \Omega \\
U^{n+1} &= f \text{ on } \partial \Omega
\end{align*}
\]

where \( f = (f_x, f_y) \) corresponds to the imposed boundary conditions on \( \partial \Omega \). The intermediate velocity is then defined by

\[
U^{n+1} = \bar{U} - \frac{\delta t}{2} \nabla \bar{P}
\]

where \( \bar{P} = P^{n+1} - P^n \) is the pressure correction.
Injecting (6) in problem (5) and neglecting the second-order term \((\frac{\delta t}{Re})\nabla^2(\nabla P)\), the intermediate velocity \(\tilde{U}\) satisfies

\[
\begin{align*}
\frac{\tilde{U} - U^n}{\delta t} - \nabla^2 \left( \frac{\tilde{U} - U^n}{2 \text{Re}} \right) &= - \nabla P^n - \frac{3}{2} \nabla \cdot (UU)^n + \frac{1}{2} \nabla \cdot (UU)^{n-1} \\
& \quad + \text{Ri} \left( \Theta^n + \frac{Gr_C}{Gr_T} \Phi^n \right) \cdot \vec{v} \quad \text{in } \Omega \\
\tilde{U} &= f \quad \text{on } \partial \Omega
\end{align*}
\]

Then, by taking the divergence of Eq. (6), we get the following problem for the pressure correction:

\[
\begin{align*}
\nabla^2 \bar{P} &= \frac{2}{\delta t} \nabla \cdot \bar{U} \\
\frac{\partial \bar{P}}{\partial t} &= 0 \quad \text{on } \partial \Omega
\end{align*}
\]

Therefore, in order to compute \(U^{n+1}\) and \(P^{n+1}\), systems (5) and (8) must be solved successively to obtain the intermediate velocity \(\tilde{U}\) and therefore the pressure correction \(\bar{P}\). Finally the velocity and the pressure at time step \(n + 1\) are updated using Eq. (6) and the definition of the pressure correction.

In the same way, by using a Cranck-Nicholson scheme to discretize the diffusive term and an Adams-Bashforth scheme to discretize the convective term, the temperature is a solution of

\[
\begin{align*}
\frac{\Theta^{n+1}}{\delta t} - \frac{1}{2 \text{Re Pr}} \nabla^2 \Theta^{n+1} &= \frac{\Theta^n}{\delta t} + \frac{1}{2 \text{Re Pr}} \nabla^2 \Theta^n - \frac{3}{2} (U^n \cdot \nabla) \Theta^n \\
& \quad + \frac{1}{2} (U^{n-1} \cdot \nabla) \Theta^{n-1} \quad \text{in } \Omega \\
\Theta^{n+1} &= \Theta_1 \quad \text{on } \partial \Omega_1 \\
\nabla \Theta^{n+1} \cdot \vec{n} &= \Theta_2 \quad \text{on } \partial \Omega_2
\end{align*}
\]

and the concentration is a solution of

\[
\begin{align*}
\frac{\Phi^{n+1}}{\delta t} - \frac{1}{2 \text{Re Sc}} \nabla^2 \Phi^{n+1} &= \frac{\Phi^n}{\delta t} + \frac{1}{2 \text{Re Sc}} \nabla^2 \Phi^n \\
& \quad - \frac{3}{2} (U^n \cdot \nabla) \Phi^n + \frac{1}{2} (U^{n-1} \cdot \nabla) \Phi^{n-1} \quad \text{in } \Omega \\
\Phi^{n+1} &= \Phi_1 \quad \text{on } \partial \Omega_1 \\
\nabla \Phi^{n+1} \cdot \vec{n} &= \Phi_2 \quad \text{on } \partial \Omega_2
\end{align*}
\]

with \(\partial \Omega_1 \cup \partial \Omega_2 = \partial \Omega\) and \(\partial \Omega_1 \cap \partial \Omega_2 = \emptyset\).

### 3.2. PGD Algorithm

#### 3.2.1. Strategy.

In the context of transient problems, in order to compute the unknown \(w\), PGD can be applied using one of the three following decompositions.
1. The first possibility consists of a time space decomposition:

\[ w(t, x) = \sum_i F_i^t(t) F_x^i(x) \]

In this case we are looking for a similar representation to an “a priori” reduced model but obtained using a nonincremental approach. We are looking directly for a time\(=\)space solution. The main drawback encountered here is that a full grid description is required to define the \(F_x\) functions over the physical space.

2. To circumvent this difficulty, the second possibility consists of writing a full decomposition involving the two dimensions of the physical space:

\[ w(t, x, y) = \sum_i F_i^t(t) F_x^i(x) F_y^i(y) \]

In practice, making such a decomposition leads to a significant increase in the number of terms required in the sum.

3. The third possibility consists of keeping the incremental approach and doing the separation over the physical space at each time step \(n\):

\[ w^n(x, y) = \sum_i F^n_i(x) F^n_y(y) \]

This last decomposition will be used in this work.

Thus, in this article, the velocity fields, the pressure, the temperature, and the mass concentration are searched at each time step on the following separated form:

\[
\tilde{U}^{n+1}(x, y) = \sum_{i=1}^{n_U} \alpha_{U}^i F_U^i(x) G_U^i(y) \\
\tilde{V}^{n+1}(x, y) = \sum_{i=1}^{n_V} \alpha_{V}^i F_V^i(x) G_V^i(y) \\
\tilde{P}^{n+1}(x, y) = \sum_{i=1}^{n_P} \alpha_{P}^i F_P^i(x) G_P^i(y) \\
\Theta^{n+1}(x, y) = \sum_{i=1}^{n_\Theta} \alpha_{\Theta}^i F_\Theta^i(x) G_\Theta^i(y) \\
\Phi^{n+1}(x, y) = \sum_{i=1}^{n_\Phi} \alpha_{\Phi}^i F_\Phi^i(x) G_\Phi^i(y)
\]

where each function \(F_w, G_w\) and integer \(n_w\) (\(w\) could be \(\tilde{U}, \tilde{V}, \tilde{P}, \Theta, \) or \(\Phi\)) depend of the time \(n + 1\). In order to alleviate the notation, this dependency is not written explicitly.

All the unknowns of the problem, except the pressure, are each the solution, after temporal discretization, of equations which all have the same generic structure, namely,

\[
\frac{w^{n+1}}{\delta t} - \frac{\beta_w}{2} \nabla^2 w^{n+1} = g_w^{n+1}
\]

Thus, for the sake of clarity, the PGD procedure will be described to solve the general equation (12). PGD, which is an iterative method, consists of finding, at time
step \( n+1 \), an approximation of the solution \( w^{n+1}(x, y) \in \Omega = X \times Y \subset \mathbb{R}^2 \) with \( x \in X \subset \mathbb{R} \) and \( y \in Y \subset \mathbb{R} \) as

\[
w^{n+1}(x, y) \approx w^{n+1}_m(x, y) = \sum_{i=1}^{m} \alpha_i^m F^i_m(x) G^i_m(y)
\]

where \( w^{n+1}_m(x, y) \) is the approximation of the solution of order \( m \). At each iteration, the solution is enriched with an additional term \( \alpha^{m+1}_m F^{m+1}_w(x) G^{m+1}_w(y) \). PGD should be decomposed in three steps. During the first step, called “the enrichment step,” the \( F^{m+1}_w \) and \( G^{m+1}_w \) functions are obtained by solving a small-size nonlinear problem. Then, for the second step, called the “projection step”, in order to improve the quality of the reconstruction, the \( m+1 \) \( \alpha^{m+1}_m \) coefficients are determined by solving a linear system of size \( (m+1) \). Finally, the “check convergence step” consists of computing the norm of the full model residual in order to decide if the solution needs more enrichment or not. In the following these three steps will be described in detail.

### 3.2.2. Enrichment Step

At the \( m \)th stage, the solution approximation of order \( m-1 \) is supposed to be known. At this step, we search to compute the functions \( F^m_w(x) \) and \( G^m_w(y) \). We search \( w^{n+1}_m(x, y) \) as

\[
w^{n+1}_m(x, y) = w^{n+1}_{m-1}(x, y) + F^m_w(x) G^m_w(y) = \sum_{i=1}^{m-1} \alpha_i^m F^i_m(x) G^i_m(y) + F^m_w(x) G^m_w(y)
\]

Introducing Eq. (14) into Problem (12) gives

\[
\frac{F^m_w G^m_w}{\delta t} - \frac{\beta_w}{2} \left( \frac{d^2 F^m_w}{dx^2} G^m_w + \frac{F^m_w d^2 G^m_w}{dy^2} \right) = S^m_w + \text{Res}^m_w
\]

where \( \text{Res}^m_w \) is a residual due to the fact that \( w^{n+1}_m \) is an approximation of the solution. The second member is given by

\[
S^m_w = S^{n+1}_w - \sum_{i=1}^{m-1} \alpha_i^m \left[ \frac{F^i_m G^i_w}{\delta t} - \frac{\beta_w}{2} \left( \frac{d^2 F^i_m}{dx^2} G^i_w + \frac{F^i_m d^2 G^i_w}{dy^2} \right) \right]
\]

Equation (15) is then projected onto each of the unknowns \( F^m_w \) and \( G^m_w \) and the residual \( \text{Res}^m_w \) is forced to be orthogonal to each of these functions. This gives the two following problems:

\[
\left\langle \frac{F^m_w G^m_w}{\delta t} - \frac{\beta_w}{2} \left( \frac{d^2 F^m_w}{dx^2} G^m_w + \frac{F^m_w d^2 G^m_w}{dy^2} \right) , \ F^m_w \right\rangle \underset{L^2(X)}{=} \langle S^m_w , F^m_w \rangle \quad \text{(17)}
\]

\[
\left\langle \frac{F^m_w G^m_w}{\delta t} - \frac{\beta_w}{2} \left( \frac{d^2 F^m_w}{dx^2} G^m_w + \frac{F^m_w d^2 G^m_w}{dy^2} \right) , \ G^m_w \right\rangle \underset{L^2(Y)}{=} \langle S^m_w , G^m_w \rangle \quad \text{(18)}
\]
where $\langle \cdot, \cdot \rangle_{L^2(x)}$ ($\langle \cdot, \cdot \rangle_{L^2(y)}$, respectively) are the scalar products on $L^2$, in the $x$ direction, (in the $y$ direction, respectively).

Equations (17) and (18) are solved using the fixed-point method. After convergence of the fixed-point method, the functions $F^m_w$ and $G^m_w$ are normalized. It is important to note that the resolution of this system of two sets of nonlinear equations by a fixed-point method corresponds to the resolution of two linear systems of size $N$. Instead of solving a large 2-D problem, PGD consists of solving many 1-D problems. For example, if we consider a problem with $N$ nodes of discretization in each direction, PGD consists of solving some linear systems of size $N$, while a classic approach consists of solving a linear system of size $N^2$. Thus, if $N$ is large enough, the PGD will be faster than traditional methods.

3.2.3. Projection Step. In order to increase the accuracy of the decomposition, the $m$ $\alpha^i_w$ coefficients are now searched in such a way that the residual is orthogonal to each of the $m$ products of the $F^i_wG^i_w$ functions. At this step, we search $w_{m+1}^n(x,y)$ as

$$w_{m+1}^n(x,y) = \sum_{i=1}^{m} \alpha^i_w F^i_w(x) G^i_w(y)$$

Then, by introducing this expression into Eq. (12),

$$\sum_{i=1}^{m} \alpha^i_w \left[ \frac{F^i_w G^i_w}{\delta t} - \beta_w \left( \frac{d^2 F^i_w}{dx^2} G^i_w + F^i_w \frac{d^2 G^i_w}{dy^2} \right) \right] = g_{m+1}^n + \text{Res}^m_w$$

By projecting the above equation according to the $F^i_w G^i_w$, a system satisfied by the $\alpha^i_w$ coefficients is obtained. For $1 \leq k \leq m$,

$$\left\langle \sum_{i=1}^{m} \alpha^i_w \left[ \frac{F^i_w G^i_w}{\delta t} - \beta_w \left( \frac{d^2 F^i_w}{dx^2} G^i_w + F^i_w \frac{d^2 G^i_w}{dy^2} \right) \right], \ F^k_w G^k_w \right\rangle_{L^2(\Omega)}$$

$$= \langle g_{m+1}^n, F^k_w G^k_w \rangle_{L^2(\Omega)}$$

Equation (21), which represents a small linear system (of size $m$), can be easily solved by using a classical solver. At this point we know the approximation of the solution of order $m$, $w_{m+1}^n(x,y)$.

3.2.4. Check Convergence Step. If the $L^2$ norm of this residual, defined by

$$\text{Res}^m_w = \sum_{i=1}^{m} \alpha^i_w \left[ \frac{F^i_w G^i_w}{\delta t} - \beta_w \left( \frac{d^2 F^i_w}{dx^2} G^i_w + F^i_w \frac{d^2 G^i_w}{dy^2} \right) \right] - g_{m+1}^n(x,y)$$

is lower than a coefficient $\epsilon$ set by the user, the PGD algorithm is converged. Otherwise, one more iteration at least is needed, and the enrichment and projection steps are repeated until convergence, which increases the value $m$ gradually.
3.2.5. Summary of the Algorithm. The PGD resolution algorithm combining the enrichment phase and the computation of the coefficients using a projection based on an approximation called is summarized below.

1. for \( m = 1, m_{\text{max}} \) do
2. Solving equations (17) and (18) by a fixed point method in order to compute \( F^m_w \) and \( G^m_w \).
3. Computation of \( \{ r^m_i \}_{i=1}^m \) by solving equation (21)
4. Then \( w_m = \sum_{i=1}^m r^m_i F^i_w G^i_w \)
5. Computation of the residual defined by Eq. (22)
6. Check convergence: if \( \| \text{Res}_w \| \leq \varepsilon \) then stop
7. end for

In the following, the only equations to solve are the unsteady and the steady diffusion equation. For the sake of clarity, PGD was described in a continuous form; however, this is the algebraic form of the algorithm which is used in practice. That is why an algebraic version of the resolution of these equations is given in the Appendix.

4. APPLICATION OF PGD TO SOLVE A MIXED-CONVECTION PROBLEM

4.1. Problem Description

We consider an incompressible Newtonian fluid within a square cavity. Vertical walls are differentially heated and isothermal, while the left wall has a higher temperature than the right wall and horizontal walls are kept adiabatic. The top lid of the cavity moves in the \( \tilde{x} \) direction with constant velocity \( U_0 \). In this case the problem (3) is solved regardless of the equation governing the concentration and taking that \( Gr_c = 0 \). Figure 1 presents the studied case.

![Figure 1. Configuration for studied case (color figure available online).](image-url)
Simulations have been done with a time step equal to $\delta t = 10^{-3}$. Since we were looking for a stationary flow, we defined the following convergence criteria:

$$\frac{\|u^k - u^{k-1}\|}{\|u^k\|} \leq \varepsilon_u \quad \text{for } i = 1, 2 \quad \frac{\|p^k - p^{k-1}\|}{\|p^k\|} \leq \varepsilon_p \quad \frac{\|T^k - T^{k-1}\|}{\|T^k\|} \leq \varepsilon_T$$

In the following cases the values $\varepsilon_u = 10^{-10}$, $\varepsilon_p = 10^{-8}$, and $\varepsilon_T = 10^{-10}$ were considered. The simulations were performed using the PGD method and using a traditional solver (bi-conjugate gradient) for a Grashoff number set at $10^5$ and a Prandtl number equal to 0.71 (characteristic of the air). In the following, three Richardson numbers will be considered ($\text{Ri} = 0.1$, $\text{Ri} = 1$, and $\text{Ri} = 10$). $N_h$ represents the number of nodes in each direction.

### 4.2. Results

Figures 2 and 3 compare the velocity field and isotherms obtained by PGD with those obtained by Sun et al. [39]. We note that for $\text{Ri} = 10$, the flow is mainly due to the temperature gradient and we can see a double vortex at the center of the cavity. For the case where the Richardson number is equal to 1, forced convection due to imposed velocity on the top of the cavity starts to become important, it shows especially by observing the size of the boundary layer temperature on the left wall of the cavity. Finally, for a Richardson number equal to 0.1, we observe that the forced convection becomes dominant in relation to temperature. In this case the results are very similar to those obtained for the 2D isothermal lid driven cavity for $\text{Re} = 1000^1$.

Concerning the isotherms, we observe that more Richardson number is important more the temperature tends to stratify. These figures show that whatever the Richardson number considered, PGD results are very closed to the results of the literature.

In order to compare more precisely the PGD results with those of the literature, the Nusselt numbers on the right wall (east) ($\text{Nu}_e$) and on the left wall (west) ($\text{Nu}_w$) are defined as

$$\text{Nu}_e = -\frac{\langle \partial \Theta / \partial X \rangle_e}{\Theta_h - \Theta_c} \quad \text{Nu}_w = -\frac{\langle \partial \Theta / \partial X \rangle_w}{\Theta_h - \Theta_c} \quad (23)$$

and the average Nusselt numbers, calculated by integrating the local Nusselt along the wall, as

$$\overline{\text{Nu}}_e = \int_0^1 \text{Nu}_e dY \quad \overline{\text{Nu}}_w = \int_0^1 \text{Nu}_w dY \quad (24)$$

Average Nusselt numbers at convergence of the chosen method (PGD or standard solver without separated representation) defined in Eq. (24) are compared with those obtained by Sun et al. [39]. Results are listed in Table 1. It can be noticed that the average Nusselt number increases with decreasing

[^1]: Recall that $\text{Re} = \sqrt{\text{Gr}/\text{Ri}}$ and thus $\text{Ri} = 0.1 \Rightarrow \text{Re} = 1000$
Richardson number, which indicates that the more dynamic effects are stronger the higher the heat transfer on the left and right borders of the cavity is important. We can also note that the average Nusselt numbers obtained by PGD are similar to those by Sun et al., even if a slight difference is observed for Ri = 1 and Ri = 10. This difference is not due to PGD, since the same results are obtained with the standard solver.

Figure 4 shows also a good match between the simulations and the literature concerning the Nusselt numbers. Indeed, Nusselt numbers at the west and at east calculated with the standard solver and with the PGD are the same.
4.3. Computational Time Comparison

The ratio of computation time between the standard solver and the PGD method is recorded in Table 2 for simulations done with a number of nodes \( N_h \) ranging from 61 to 301. First, it can be noticed that from 200 nodes in each direction, PGD is faster than the standard solver for each of the Richardson numbers considered. Second, the higher the Richardson number, the more the time saving by using PGD is important. Indeed, with \( N_h = 301 \), at \( \text{Ri} = 10 \), PGD is six times faster than the standard solver, whereas with the same number of nodes, at \( \text{Ri} = 0.1 \), PGD is four times faster than the standard solver. From these results it can be concluded that the higher the Richardson number (the more the effect of temperature is important in comparison with forced convection), the more the PGD method is efficient.

Figure 3. Isotherms from Sun et al. [39] and from PGD for Richardson numbers equal to 10, 1, and 0.1 (color figure available online).
Table 1. Values of average Nusselt numbers on the right wall (east) and on the left wall (west) from the literature, from PGD and from standard solver for Richardson numbers equal to 0.1, 1, and 10

<table>
<thead>
<tr>
<th></th>
<th>Nu_{east}</th>
<th></th>
<th>Nu_{west}</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Sun et al.</td>
<td>PGD</td>
<td>Standard</td>
<td>Sun et al.</td>
<td>PGD</td>
</tr>
<tr>
<td>Ri = 10</td>
<td>4.61</td>
<td>4.49</td>
<td>4.49</td>
<td>4.61</td>
<td>4.54</td>
</tr>
<tr>
<td>Ri = 1</td>
<td>5.29</td>
<td>5.19</td>
<td>5.20</td>
<td>5.29</td>
<td>5.20</td>
</tr>
<tr>
<td>Ri = 0.1</td>
<td>7.46</td>
<td>7.44</td>
<td>7.45</td>
<td>7.46</td>
<td>7.48</td>
</tr>
</tbody>
</table>

Figure 4. Values of Nusselt numbers on the western and eastern walls from the literature, the standard model, and PGD for Richardson numbers equal to 0.1, 1, and 10 (color figure available online).
### 4.4. Optimality of the PGD

Singular value decomposition (SVD) \([40, 41]\) is a procedure which decomposes optimally a 2-D field into 1-D product functions. So, if the PGD method is optimal, the number of PGD functions should be the same as (or very close to) the number of

<table>
<thead>
<tr>
<th>Number of nodes in each direction</th>
<th>Ri = 10</th>
<th>Ri = 1</th>
<th>Ri = 0.1</th>
</tr>
</thead>
<tbody>
<tr>
<td>61</td>
<td>0.2</td>
<td>0.14</td>
<td>0.17</td>
</tr>
<tr>
<td>101</td>
<td>0.5</td>
<td>0.7</td>
<td>0.57</td>
</tr>
<tr>
<td>151</td>
<td>1.25</td>
<td>1.06</td>
<td>0.82</td>
</tr>
<tr>
<td>201</td>
<td>4.4</td>
<td>3.67</td>
<td>1.60</td>
</tr>
<tr>
<td>301</td>
<td>6.33</td>
<td>5.20</td>
<td>3.7</td>
</tr>
</tbody>
</table>

#### Table 2. Ratio of computation time for solving the Navier-Stokes isothermal equations

(Standard computation time)/(PGD computation time)

![Graphs](image)

**Figure 5.** Norm of the residual depending of the number of functions keeping for each of PGD decomposition, SVD on the PGD result (PGD SVD) and SVD on the standard model results (FULL SVD) for the horizontal (a) and vertical (b) velocity and for the pressure correction (c) and the temperature (d) with \(Ri = 1\) and \(Nh = 201\) (color figure available online).
functions obtained by SVD. To discuss the optimality of the PGD, the number of PGD functions is compared with the number of functions from a SVD. To achieve this, the evolution of the norm of the residual of each equations solved with regard to the number of PGD functions or SVD functions kept is considered. The residual is defined as

\[
\text{Res}_{w} = A_{w} \left[ \sum_{i=1}^{m_{w}} F_{w}^{i} G_{w}^{i} \right] - S M_{w}
\]

where \( w \) corresponds to the different unknowns of the problem, namely, the horizontal and vertical velocities, the pressure, or the temperature. \( A_{w} \) (respectively \( S M_{w} \)) is the operator (resp. the second member) associated to the equation which is used to calculate the variable \( w \). Functions \( F_{w}^{i}, G_{w}^{i} \) are the PGD functions or the SVD functions of the unknown \( w \). In the following, we denote by “FULL-SVD” the results obtained with a SVD on the standard solver solution, and by “PGD-SVD” the results obtained with a SVD on the PGD solution.

The norm of the residual associated to the equation satisfied by the velocity, the pressure, and the temperature with regard to the number of functions \( m_{u}, m_{v} \) (resp. \( m_{p}, m_{o} \)) retained are plotted in Figure 5 with \( N_{h} = 201 \) and \( R_{i} = 1 \). The residual associated to the velocity and temperature obtained by PGD, PGD-SVD, and FULL-SVD gives the same curve of residual with regard to the number of products of function kept. It proves that, for these variables, the PGD gives the same optimal representation as can be provided by a SVD of the full solution.

Concerning the pressure, Figure 5c shows that the PGD is able to find a solution with a norm of the residual inferior to \( 10^{-2} \) with approximatively 50 products

![Figure 6. Geometry of the nonisothermal cavity with mass transport (color figure available online).](image-url)
of functions, while FULL-SVD needs only 10 products of functions to reach the same norm of the residual. In this case it is clear that the PGD is not optimal. Moreover, the PGD-SVD gives a norm of the residual different from the FULL-SVD, which implies that the solution obtained by PGD is slightly noisy compared with the solution obtained by the standard solver. Results obtained for $Ri = 0.1$ and $Ri = 10$ are quite the same as those obtained with $Ri = 1$, which is why they are not plotted here. The performance of the global PGD algorithm is somewhat reduced by the resolution of the pressure problem. In fact, it is not possible to be more optimal for the resolution of the other equations.

Figure 7. Isoconcentrations from literature and from the PGD for different Lewis numbers with $N_h = 250$ (color figure available online).
5. APPLICATION OF PGD TO SOLVE A MIXED-CONVECTION PROBLEM WITH MASS TRANSPORT

5.1. Problem Description

The cavity studied here is such that its north wall is animated by a constant horizontal velocity equal to $U_0$, while the velocity on all other walls is equal to zero. A temperature gradient from south to north is imposed, i.e., the temperature $T_h$ imposed on the south side is higher than the temperature imposed on the north face $T_c$. In the same way, the concentration of species on the south side $C_h$ is greater than the concentration imposed on the north side, denoted $C_c$. The east and west sides are considered adiabatic and impermeable. Figure 6 shows the cavity studied.

The following simulations are done with $Pr = 1$ and $Re = 100$. $N_h$ represents the number of nodes in each direction. A time step equal to $\Delta t = 10^{-3}$ and a convergence criterion on the concentration is added to those defined above in the isothermal case [Eq. (23)]:

$$\frac{\|C^k - C^{k-1}\|}{\|C^k\|} \leq \epsilon_C$$

(26)

Here the convergence criteria have been taken equal to $\epsilon_u = 10^{-10}$, $\epsilon_p = 10^{-10}$, $\epsilon_T = 10^{-10}$, and $\epsilon_C = 10^{-10}$.

Figure 8. Streamlines and isotherms from Al-Amiri et al. [42] and from PGD for a Lewis number equal to 5 (color figure available online).
5.2. Results

In a first time, we fix the Richardson number equal to 0.01 and the Grashof number to $10^3$. The Lewis number, defined by $\text{Le} = \text{Sc/Pr}$, varies from 5 to 50. Figure 7 shows a good match between the isoconcentrations obtained by PGD and those of Al-Amiri et al. [42]. In this case, we see that the boundary layer on the southern wall appears to decrease with increase of the Lewis number, which is due to the fact that when the Lewis number increases, the diffusivity of the species

![Streamlines from the literature and from PGD for different value of the ratio $Gr_C/Gr_T$.](image-url)
decreases. In addition, regardless of the Lewis number (Le = 5, 25, or 50), the velocity field and temperature remain unchanged, because of the dominant forced convection, which had already been noted by Al-Amiri et al. In Figure 8 we plot the streamlines and isotherms for Le = 5. Once more, we see that the PGD results are similar to those of the literature.

In a second time, we fix the Richardson number to 0.01, the Reynolds number at 100, which requires a value of thermal Grashoff number equal to 100. The ratio $Gr_T/Gr_c$ is taken equal to 0, –25, –50 and –100. This implies that the solutal Grashoff numbers varies from 0 to –10, 000. The streamlines obtained by PGD are compared with those obtained by Al-Amiri et al. [42] in Figure 9. This figure shows that the PGD results are very close to the results of the literature. In this case the temperature fields are the same as the concentration fields, so they are not represented in the following. Indeed, if Le = 1 and Pr = 1, it implies that Sc = 1 and equations which gives the temperature and the concentrations are exactly the same.

5.3. Computation Time

The ratio of the computation time with the standard solver on computation time required for PGD are reported in Table 3. The simulations were performed for a number of nodes ranging from 61 to 301 in each direction and with Le = 1. We observe that from 200 nodes in each direction, PGD is faster than the standard solver for each of the Richardson numbers considered. The more ratio $N$ is important, the more the time saving by PGD is important. Indeed, with $N_h = 301$ and $N = 0$, PGD is six times faster than the standard solver, while with $N = -100$, PGD is 10 times faster than the standard solver. So, the more the solutal effects are important, the more the PGD is efficient in comparison to the standard solver. In this case, optimality curves are not presented because the results are identical to those obtained for mixed convection without mass transport; in this case again, only the pressure equation is not optimal.

6. SUMMARY AND CONCLUSIONS

To conclude, one can note the performance of PGD to treat mixed-convection problems with and without mass transfer. Indeed in the first test case (i.e., without...
mass transfer), we have demonstrated that PGD is able to provide good values of average Nusselt in comparison with the standard solver and with results of the literature. Moreover, values of Nusselt numbers at west and at east are very close to these given by the literature. In addition, the time saved by using the PGD is relatively high compared to traditional solvers. Indeed, for a mesh of size $301 \times 301$ there is time savings of about 7 for a Richardson number equal to 10 and about 4 for a Richardson number equal to 0.1. In the second test case, where the mass transfer is taken into account, PGD results are close to these of the literature. In this case, too, application of PGD allows one to save time. Indeed, PGD should be 10 times faster than the standard solver for a mesh of size $301 \times 301$ with a ratio $N$ equal to $-100$.

This work is the first step in dealing with a 3-D situation, where the time coordinate can be included in the decomposition, or where a 3-D problem (with $x$, $y$, $z$ space coordinates) can be solved. Indeed, in 2D, the full model has $N^2$ degrees of freedom ($N$ is the number of nodes in each direction), while PGD consists of successive enrichments of 2 times $N$ degrees of freedom. Moreover, in 3D, full description involves $N^3$ degrees of freedom. However, with PGD, successive enrichments involving 3 times $N$ degrees of freedom are required. In such a situation, the benefit of the method goes beyond simple saving of CPU and provides a feasible solution for otherwise intractable problems.
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APPENDIX: ALGEBRAIC FORMULATION OF PGD

A.1. Preliminaries

PGD is an iterative procedure which can be described as follows. At each iteration, the solution is enriched with an additional term,
The $F_w^m$ and $G_w^m$ functions are obtained by solving a small-size nonlinear problem $(N_x + N_y)$, where $N_x$ is the number of nodes in the direction $x$ and $N_y$ is the number of nodes in the direction $y$. Then, $m \alpha_w^i$ coefficients are determined by solving a linear system of size $(m)$. The PGD algorithm is summarized in three steps:

1. We assume we are at iteration $m$. The first step consists of computing the new $F_w^m$ and $G_w^m$ functions, and will be referred to as the “enrichment” step.
2. Once these functions have been calculated, the $m$ coefficients $\alpha_w^i$ have to be updated. This is the “projection” step.
3. Finally, the convergence has to be checked. If the residual norm exceeds a given tolerance, enrichment is performed again, until convergence is achieved. This is the “checking convergence” step.

The problem (12) can be written in a discrete form:

$$\mathcal{L}_h(w_h) = \mathcal{G}_h$$

with

$$\mathcal{L}_h = \sum_{j=1}^{n_c} \mathcal{A}_x^j \otimes \mathcal{A}_y^j \quad \mathcal{G}_h = \sum_{j=1}^{n_c} \mathcal{f}_x^j \otimes \mathcal{f}_y^j \quad w_h = \sum_{i=1}^{m} \alpha_w^i \mathcal{F}_w^i \otimes \mathcal{G}_w^i$$

The operator $\mathcal{L}$ is discretized as a tensor product of operators $\mathcal{A}_x^j$ and $\mathcal{A}_y^j$ in the directions $x$ and $y$, respectively. The discretized operator $\mathcal{A}_x^j$ (resp. $\mathcal{A}_y^j$) is a square matrix whose size is $N_x$ (resp. $N_y$). The second term is decomposed as products of the sum of vectors $\mathcal{f}_x^j$ and $\mathcal{f}_y^j$ of size $N_x$ and $N_y$. Finally, the unknown $w_h$ is calculated as a product sum of vectors $\mathcal{F}_w^i$ and $\mathcal{G}_w^i$ of size $N_x$ and $N_y$ using a weight coefficient $\alpha_w^i$. $n_L$ (resp. $n_G$) represents the number of tensor products required to represent the separated form of the initial operator $\mathcal{L}$ (resp. the second member $\mathcal{G}$).

Taking into account the property of the tensor product, Eq. (27) can be written as:

$$\sum_{k=1}^{n_c} \sum_{i=1}^{m} \alpha_w^i \left( \mathcal{A}_x^k \mathcal{F}_w^i \otimes \mathcal{A}_y^k \mathcal{G}_w^i \right) = \sum_{j=1}^{n_c} \mathcal{f}_x^j \otimes \mathcal{f}_y^j$$

The three steps of enrichment, projection, and checking convergence will now be described with these notations.

A.2. The Enrichment Step

At this stage, the solution $w_h^{m-1}$ is supposed known and can be written as

$$w_h^{m-1} = \sum_{i=1}^{m-1} \alpha_w^i \mathcal{F}_w^i \otimes \mathcal{G}_w^i$$

The unknown $w_h^m$ is searched as

$$w_h^m = w_h^{m-1} + R \otimes S$$
where $R$ and $S$ are unknowns. Introducing this new approximation of the solution into Eq. (29), we have to solve

$$
\sum_{k=1}^{n_c} \left( \mathcal{A}_x^k R \otimes \mathcal{A}_y^k S \right) = \mathcal{G}_h - \sum_{k=1}^{n_c} \sum_{i=1}^{m-1} \alpha^i_n \left( \mathcal{A}_x^k \mathcal{F}_w^i \otimes \mathcal{A}_y^k \mathcal{G}_w^i \right) \tag{32}
$$

This nonlinear system is solved within a fixed-point strategy. Thus, in order to compute $R$, we choose to fix $S$ and we project Eq. (32) onto the vector $S$. This gives the following problem, corresponding to Eq. (18) in continuous form:

$$
\sum_{k=1}^{n_c} \gamma^1_k \mathcal{A}_x^k R = \sum_{j=1}^{n_q} \gamma^2_j \mathcal{F}_x^j - \sum_{k=1}^{n_c} \sum_{i=1}^{m-1} \gamma^5_{i,k} \alpha^i_w \mathcal{A}_x^k \mathcal{F}_w^i \tag{33}
$$

with

$$\gamma^1_k = \mathcal{S} \mathcal{A}_y^k S \in R \quad \gamma^2_j = \mathcal{S} \mathcal{F}_y^j \in R \quad \gamma^5_{i,k} = \mathcal{S} \mathcal{A}_y^k \mathcal{G}_w^i \in R \tag{34}$$

Similarly, in order to compute $S$, we set $R$ at the value just computed in Eq. (33) and we project Eq. (32) onto the vector $R$. This gives the following problem, corresponding to Eq. (17) in continuous form:

$$
\sum_{k=1}^{n_c} \eta^1_k \mathcal{A}_x^k S = \sum_{j=1}^{n_q} \eta^2_j \mathcal{F}_y^j - \sum_{k=1}^{n_c} \sum_{i=1}^{m-1} \eta^5_{i,k} \alpha^i_w \mathcal{A}_y^k \mathcal{G}_w^i \tag{35}
$$

with

$$\eta^1_k = \mathcal{R} \mathcal{A}_x^k R \in R \quad \eta^2_j = \mathcal{R} \mathcal{F}_y^j \in R \quad \eta^5_{i,k} = \mathcal{R} \mathcal{A}_y^k \mathcal{F}_w^i \in R \tag{36}$$

Problems (33) and (35) are solved iteratively. The fixed-point procedure stops when the $k$th iteration satisfies:

$$
\| (R \otimes S)_k - (R \otimes S)_{k-1} \| \leq \epsilon \tag{37}
$$

where $\| \cdot \|$ is the $L^2$ norm and $\epsilon$ is a parameter chosen by the user. The new $\mathcal{F}_w^m$ and $\mathcal{G}_w^m$ are then given by the next normalization:

$$
\mathcal{F}_w^m = \frac{R}{\| R \|} \quad \mathcal{G}_w^m = \frac{S}{\| S \|} \tag{38}
$$

### A.3. Projection Step

Assuming the $\mathcal{F}_w^i$ and $\mathcal{G}_w^i$ functions are known, $\alpha_w^i$ ($1 \leq i \leq m$) has to be computed. For this purpose, we project Eq. (32) onto $\mathcal{F}_w^i \mathcal{G}_w^i$. Thus the following linear problem, whose size is $m$, corresponding to Eq. (14) in continuous form, is obtained

$$
\mathbb{H} \alpha_w = J \quad \text{with} \quad \alpha_w = \{ \alpha_w^1, \ldots, \alpha_w^m \} \tag{39}
$$
where the components of $H$ and $J$ are defined by

$$H_{ij} = \sum_{k=1}^{n_c} t^i F_w^k A_x^k F_w^i \Lambda_x^k G_w^i G_w^i$$

and

$$J_j = \sum_{k=1}^{n_c} t^j G_w^k A_y^k G_w^j \Lambda_y^k$$

(40)

**A.4. Check Convergence**

In order to estimate the convergence of the algorithm, a computation is performed of the residual $\text{Res}$ of Eq. (12) defined by

$$\text{Res} = \sum_{k=1}^{n_c} \sum_{l=1}^{m} \alpha_w^l \left( \Lambda_x^k F_w^l \otimes \Lambda_y^k G_w^l \right) - \sum_{k=1}^{n_c} f_x^k \otimes f_y^k$$

(41)

When the $L^2$ norm of this residual becomes lower than a coefficient $\epsilon$ set by the user, the algorithm is considered to be at convergence, and the solution of the problem is expressed as

$$w_h = \sum_{l=1}^{m} \alpha_w^l F_w^l \otimes G_w^l$$

(42)