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Abstract—This paper presents a sensorless control for five-phase PM synchronous machines. An adaptive method, based on a linear neural network called Adaline (Adaptive Linear Neural Networks), has been achieved to estimate the rotor position with a high precision even at low speed without high frequency signal injection. Non-sinusoidal three-phase PM machines require more complex algorithms for sensorless control because of harmonics in the back-EMF. This is not the case for multiphase PM machines thanks to the property of equivalent machines in the eigenspace. Some given simulation and experimental results in laboratory confirm the possibility of real-time implementation of Adaline networks and the good performance of sensorless control based on this.

I. INTRODUCTION

More than ever, industrial systems such as automotive, ships and planes need compactness, robustness and very high reliability. In term of reliability, this is particularly true for electrical vehicles where the electrical part falls generally in faulty mode more often than the others. If three-phase drives are used, an oversize is obvious and the drive has to be stopped if a fault occurs. Now, a high reliability could be achieved by using multiphase drives which present some advantages compared to three-phase ones in terms of fault-tolerance, compactness, etc [1]–[3].

Recently, sensorless control is proposed for systems where the compactness is a high constraint or for increasing the reliability of systems since sensorless control can be considered as an urgent solution when position sensors are in fault. For self-sensing control, one advantage of multiphase PMSM comparing to three-phase one is the existence of some equivalent fictitious diphase machines after a transformation of n electrical variables (voltages, currents, back-electromotive forces (back-EMFs), etc.) into a new base (eigenspace). Indeed, each fictitious machine is characterized by a quasi-sinusoidal back-EMF even if the back-EMF of the real n-phase machine is non-sinusoidal [4]. This point does not exist in non-sinusoidal three-phase machines where the observer’s performance is generally affected by harmonics of the back-EMFs.

In [5], a state of the art about a sensorless control is given for PMSM. There are two families of sensorless control methods.

The first one is based on the PMSM model with the fundamental extraction. The limit of this approach is expressed at very low or zero-speed operation when the fundamental of back-EMF, voltage and current is almost equal or equal to zero. That is why the second approach has been studied specially for this operating point. Indeed, a high-frequency injection (sinusoidal or pulse signals) is superimposed to the fundamental frequency signal for rotor position detection thanks to the exploitation of PMSM feature of magnetic saliency [6], [7].

Authors in [8], [9] work on the impact of machine design using fractional-slot stator to improve the performance of sensorless control for three-phase PMSM. By proposing a small iron teeth between each couple of PMs, a high rotor saliency is obtained, resulting in a good position tracking performance.

In [10], a 5-phase PMSM fault-tolerant sensorless control has been proposed by using an adaptive neural network for fault detection. However, the used sensorless approach was based on a classical Phase Lock-Loop (PLL). In [11], a sensorless-based direct torque control for 5-phase PMSM has been done. In this work, the stator flux vector in the Concordia frame (only the first harmonic of voltages is considered since the PMSM is supposed to be sinusoidal) is estimated by integrating the voltage. Then, the rotor position is calculated from the angle of flux vector and the load angle. In [12], an iterative control based on an algorithm called CORDIC for sensorless 5-phase PMSM control has been proposed. Indeed, voltages are calculated iteratively by a recursive form and the difference angle (between the real angle of rotor and the estimated one) is obtained for each iteration. Then, a PI controller is used to obtain the rotor speed. However, the limit of this approach is shown at zero speed where it is necessary to start the drive in open-loop (torque control). A self-sensing control method has been proposed for 5-phase PMSM drive under open-circuit fault conditions in [13]. One and two open-sequences have been considered. In case of a fault, the back-EMFs, voltages and currents waveforms projected in the Concordia frame which are sinusoidal in healthy mode become non-sinusoidal. This property has an impact on the performance of the position tracking based on a PLL. To solve this, an novel transformation matrix was proposed corresponding to


Equations that link the voltage, the current and the back-EMF

\[ \mathbf{v} = [v_a \ v_b \ v_c \ v_d \ v_e]^T \] (1)

\[ \mathbf{i} = [i_a \ i_b \ i_c \ i_d \ i_e]^T \] (2)

\[ \mathbf{e} = [e_a \ e_b \ e_c \ e_d \ e_e]^T \] (3)

where \( \mathbf{v} \) is the voltage vector, \( \mathbf{i} \) is the current vector and \( \mathbf{e} \) is the back-EMF vector of the PMSM machine.

Assuming no magnetic saturation and no saliency, the voltage equation is given by:

\[ \mathbf{v} = R_s \mathbf{i} + \mathbf{L} \frac{d \mathbf{i}}{dt} + \mathbf{e} \] (4)

where:

\[ \mathbf{L} = \begin{bmatrix} L & M_1 & M_2 & M_2 & M_1 \\ M_1 & L & M_1 & M_2 & M_2 \\ M_2 & M_1 & L & M_1 & M_2 \\ M_2 & M_2 & M_1 & L & M_1 \\ M_1 & M_2 & M_2 & M_1 & L \end{bmatrix} \] (5)

with \( R_s \) as the stator resistance, \( L, M_1 \) and \( M_2 \) as the stator self and mutual inductances.

According to the multiphase theory in [4], a real multiphase machine can be decomposed to several fictitious machines in a new base thanks to a specific transformation. These obtained machines are magnetically decoupled but mechanically coupled since the total torque is a sum of each fictitious machine. A well-known Concordia transformation is usually used to bring the inductance matrix given in (5) into the eigenspace where there is existing one homopolar machine and two diphase machines characterized by \( L_0 \), \( \mathbf{L}_{\alpha_1 \beta_1} \) and \( \mathbf{L}_{\alpha_3 \beta_3} \) (eigenvalues of the inductance matrix) respectively.

Equations that link the voltage, the current and the back-EMF of each fictitious machine are given by:

\[ v_0 = R_s i_0 + L_0 \frac{d i_0}{dt} + e_0 \] (6)

\[ \mathbf{v}_{\alpha_1 \beta_1} = R_s [i_{\alpha_1 \beta_1}] + [\mathbf{L}_{\alpha_1 \beta_1}] \frac{d [i_{\alpha_1 \beta_1}]}{dt} + [\mathbf{e}_{\alpha_1 \beta_1}] \] (7)

\[ \mathbf{v}_{\alpha_3 \beta_3} = R_s [i_{\alpha_3 \beta_3}] + [\mathbf{L}_{\alpha_3 \beta_3}] \frac{d [i_{\alpha_3 \beta_3}]}{dt} + [\mathbf{e}_{\alpha_3 \beta_3}] \] (8)

It should be noticed that the homopolar machine is created by harmonics \( n, 2n, \ldots, n \cdot k \) with \( n \) number of phases, the main machine \( \alpha_1 \beta_1 \) is created by harmonics 1, 9, 11, \ldots, \( n \cdot k \) and harmonics 3, 7, 13, \ldots, \( n \cdot k \pm 2 \) present in the auxiliary machine.

For trapezoidal back-EMFs, the \( [\mathbf{e}_{\alpha_1 \beta_1}] \) and \( [\mathbf{e}_{\alpha_3 \beta_3}] \) are not purely sinusoidal but very close because of low magnitudes of the 7th and the 9th harmonics present in a trapezoidal back-EMF. As a consequence, this property is very interesting to estimate the back-EMF by observers compared to 3-phase non-sinusoidal machine.

The electromagnetic torque of the 5-phase PMSM is expressed as:

\[ T_{total} = T_1 + T_3 \] (9)

where \( T_1 \) and \( T_3 \) are given by:

\[ T_1 = \frac{1}{2} (\mathbf{e}_{\alpha_1 \beta_1} \cdot \mathbf{i}_{\alpha_1 \beta_1}) \] (10)

\[ T_3 = \frac{1}{2} (\mathbf{e}_{\alpha_3 \beta_3} \cdot \mathbf{i}_{\alpha_3 \beta_3}) \] (11)

II. 5-PHASE PM SYNCHRONOUS MACHINE MODELING

Let us define:

\[ \mathbf{v} = [v_a \ v_b \ v_c \ v_d \ v_e]^T \] (1)

\[ \mathbf{i} = [i_a \ i_b \ i_c \ i_d \ i_e]^T \] (2)

\[ \mathbf{e} = [e_a \ e_b \ e_c \ e_d \ e_e]^T \] (3)

where \( \mathbf{v} \) is the voltage vector, \( \mathbf{i} \) is the current vector and \( \mathbf{e} \) is the back-EMF vector of the PMSM machine.

Assuming no magnetic saturation and no saliency, the voltage equation is given by:

\[ \mathbf{v} = R_s \mathbf{i} + \mathbf{L} \frac{d \mathbf{i}}{dt} + \mathbf{e} \] (4)

where:

\[ \mathbf{L} = \begin{bmatrix} L & M_1 & M_2 & M_2 & M_1 \\ M_1 & L & M_1 & M_2 & M_2 \\ M_2 & M_1 & L & M_1 & M_2 \\ M_2 & M_2 & M_1 & L & M_1 \\ M_1 & M_2 & M_2 & M_1 & L \end{bmatrix} \] (5)

with \( R_s \) as the stator resistance, \( L, M_1 \) and \( M_2 \) as the stator self and mutual inductances.

According to the multiphase theory in [4], a real multiphase machine can be decomposed to several fictitious machines in a new base thanks to a specific transformation. These obtained machines are magnetically decoupled but mechanically coupled since the total torque is a sum of each fictitious machine. A well-known Concordia transformation is usually used to bring the inductance matrix given in (5) into the eigenspace where there is existing one homopolar machine and two diphase machines characterized by \( L_0 \), \( \mathbf{L}_{\alpha_1 \beta_1} \) and \( \mathbf{L}_{\alpha_3 \beta_3} \) (eigenvalues of the inductance matrix) respectively. The electromagnetic torque of the 5-phase PMSM is expressed as:

\[ T_{total} = T_1 + T_3 \] (9)

where : \( T_1 \Omega = [\mathbf{e}_{\alpha_1 \beta_1}]^T [\mathbf{i}_{\alpha_1 \beta_1}] \) et \( T_3 \Omega = [\mathbf{e}_{\alpha_3 \beta_3}]^T [\mathbf{i}_{\alpha_3 \beta_3}] \).

Equations (7) and (8) offer two possibilities for back-EMF observation. The 1st one is based on the main machine with a high amplitude of the back-EMF. The second one can be achieved by working on the 3rd harmonics. Despite the third harmonic having a lower amplitude compared to the 1st harmonics, an observer based on the 3rd harmonics could offer a higher precision due to more information per mechanical revolution thanks to a frequency 3 times greater. It is also possible to develop a hybrid observer. At high speed, the 3 harmonics are used and at low speed, it is advised to use the fundamental signals. In this work, we focus only at the 1st harmonics.

III. IDEA OF USING ADALINE

A. Adaline: structure and applications

The Adaline neural network was originally conceived and formulated by Widrow [14]. Based on the LMS (Least Mean Square) learning rule, this model represents a classic example of the simplest intelligent self-learning system that can adapt itself to achieve a given linear modeling task. The problem consists in finding a suitable set of weights such that the input-output behavior of the Adaline becomes close to a set of desired input-output data points linked with a linear relationship.

Because the Adaline is well-suited and ideal for approximating and learning linear relations, it will thus be used to learn the expressions previously developed. The Adaline weights are adjusted according to:

\[ \mathbf{w}_{k+1} = \mathbf{w}_k + \eta \cdot \epsilon_k \cdot [\mathbf{x}]_k \] (10)

where \( \mathbf{w}_k \) is the input vector, \( \eta \) is a learning rate chosen between 0 and 1, and \( \epsilon_k \) is the error. This error is the difference between a reference signal \( y_k \) and \( y_k \), the estimated output of the Adaline, therefore at each sampling time \( \epsilon_k = y_k - y_k \).
B. Adaline for 5-phase PM sensorless control

The proposed control scheme is given in Fig. 1. An IP regulator is used for the speed and two PI controllers are employed for d-q currents issue from a current generation based on the MTPA strategy presented in [2], [17]. The measured currents and the references of voltages (issue from currents controllers) have been used as inputs of the observer proposed in [13]. The main contribution of this paper compared to the work presented in [13] consists of the proposition to use the Adaline network to track the rotor position instead of a classical PLL which is sensitive to the harmonics of the back-EMF and to the parameters of the used PI regulation. A comparison of performance will be given by simulation and experimental tests.

Indeed, the Adaline-based position estimation proposed thereafter is inspired from [15], [16] which is originally used for an adaptive phase detection of the power grid for shunt active power filter. This neural approach uses the observed back-EMF component \( \hat{e}_{\alpha_1}(t) \) (or \( \hat{e}_{\beta_1}(t) \)) resulting from the observer presented in [13]. Of course, the quality of the observer is depending on the accurate knowledge of the machine parameters. This work will not focus on this aspect and supposes that all parameters are well-known for simulation and experimentation tests.

So, the back-EMF \( \hat{e}_{\alpha_1}(t) \) component can be expressed by:

\[
\hat{e}_{\alpha_1}(t) = \sqrt{2}E_1 \sin \theta
\]  
(11)

where \( \theta = p\Omega t \) in the steady state. \( p \) is the pole pairs number. Expressing \( \hat{e}_{\alpha_1}(t - t_1) \) and \( \hat{e}_{\alpha_1}(t - 2t_1) \) leads to an iterative expression of (11) which is:

\[
\hat{e}_{\alpha_1}(t) = (2 \cos p\Omega t_1)\hat{e}_{\alpha_1}(t - t_1) - \hat{e}_{\alpha_1}(t - 2t_1)
\]  
(12)

(12) is a linearly separable equation which can therefore be estimated by an Adaline. By choosing \( \hat{e}_{\alpha_1}(t) \) as its desired output and by using an input vector \( x = [ \hat{e}_{\alpha_1}(t - t_1), \hat{e}_{\alpha_1}(t - 2t_1) ]^T \), the Adaline delivers an estimation of \( \hat{e}_{\alpha_1}(t) \). Through the LMS learning, the weights converge to

\[
w = [ 2 \cos(p\Omega t_1), -1 ]^T
\]  
(13)

and the rotor speed can be obtained from \( w^{(1)} \), the first element of \( w \), by

\[
p\hat{\Omega} = \frac{1}{t_1} \arccos \left( \frac{w^{(1)}}{2} \right).
\]  
(14)

The functional block diagram of this Adaline-based approach is shown by Fig. 2 which also shows how \( \theta \) is extracted from the Adaline’s first weight.

This neural approach demonstrates a good behavior in terms of the performance and robustness. It should be noticed that \( \hat{\Omega} \) depends on \( t_1 \). The performance of this approach are influenced by the choice of \( t_1 \) and by the presence of the harmonics in the back-EMF. For this case, a detailed study is given in [16] where a neural symmetrical components extraction method has been presented to extract the fundamental of the back-EMF.

The next sections will give some simulation and experimental results to confirm the validity of the proposed method.
**IV. SIMULATION RESULTS**

The speed control scheme of Fig. 1 has been employed in Matlab/Simulink for simulation. The speed and current controllers design are based on the symmetrical optimum method.

Fig. 3 shows the back-EMF of the PMSM measured experimentally at $\Omega = 50$ [rad/s]. It can be seen that this trapezoidal shape of the back-EMF induces also the 9th harmonic to $\hat{e}_\alpha_1$. As a consequence, a fundamental component extraction based on an Adaline neural network in [16] has been used.

Fig. 4 and Fig. 5 give the estimation of the electrical speed and the electrical position respectively obtained with a classical PLL (based on a PI controller) and with the Adaline. At high speed, both of them work correctly except there is a high windup of the speed at the beginning with the classical PLL for position tracking due to initial state of the PLL at zero speed. It means that at low and very low speeds, a sensorless control based on a classical PLL needs some additional information, usually high frequency signals [6], to operate correctly. Contrary, the speed response obtained with Adaline approach is better at low speed thanks to the capacity of learning shown in Fig. 6. We can see that the evolution of the first weight $w^{(1)}$ (used to calculate the position and the speed) has a direct impact on the dynamic of the speed response. Indeed, by regulating the Adaline’s training factor $\eta$ between 0 and 1, the dynamic of speed response can be improved but it is important to know that a high training factor can lead to an unstable response at low speed. In this study, we use an adaptive training factor, i.e. a high value for high speed ($\eta = 0.003$) and a low value for low speed ($\eta = 0.0005$).

The torque and the phase currents are reported in Fig. 7 and Fig. 8 respectively. 10 [N.m] is the setup value of the torque.
The torque ripple at high frequencies is due to the PWM and the imperfection of the current controllers. This result verifies the robustness (face to a speed variation) of the proposed self-sensing control method based on the Adaline.

An estimation of the back-EMF $\hat{e}_{\alpha 1}$ is given in Fig. 9. It can be concluded that a fast and stable convergence has been achieved and the proposed method is suitable for real-time implementation. This is important and could be considered as a very positive key of the proposed method because all methods based on learning process will require generally a huge calculus time and almost of them are not suitable for real-time applications.

V. FIRST EXPERIMENTAL RESULTS

An experimental test-bed based on dSPACE1005 is used to test the algorithm. The PWM switching frequency is 10 Khz. An electromagnetic powder brake is employed as load.

Fig. 10 shows the rotor speed estimations. A variation from 60 [rad/s] to 30 [rad/s] is made to verify the robustness and the dynamic of the drive. It can be noticed that the speed obtained with Adaline approach is better than the one obtained with the method presented in [13], specially at 30 [rad/s], in term of ripple. The response time is almost the same for two methods. The rotor position estimation is reported in Fig. 11.
It is possible to conclude that a good performance has been achieved with the proposed approach. The estimated torque, the dq currents and the phase currents are shown in Fig. 12, Fig. 13 and Fig. 14, respectively. As the back-EMF is trapezoidal, the 3rd harmonic is used to produce the torque. Due to the limit of test conditions, the maximum torque is fixed to 4 [N.m] explaining a saturation during acceleration from 30 [rad/s] to 60 [rad/s]. We can observe that there is a high peak of torque and dq currents during the transient state from 30 [rad/s] to 60 [rad/s] because of the infinite dynamic of the speed reference. These high peaks of torque and current could be reduced by using a low-pass filter for the desired speed. The time constant of this filter can be fixed to two times greater than the one of the speed controller.

VI. CONCLUSION

This paper has investigated a possibility to use an Adaline neural networks for the sensorless control of 5-phase PMSM drives. The speed response is better, specially at low speed, in term of ripple by using Adaline instead of a classical PLL from which the drawback is the PI regulators. Moreover, a better response of the Adaline is obtained compared to the PLL when starting from unknown states. Some simulation and experimental results have been carried out to validate the proposed method.
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