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Simplified numerical model for the laser metal deposition additive
manufacturing process

Patrice Peyre, Morgan Dal, S�ebastien Pouzet, and Olivier Castelnau
PIMM Laboratory, UMR 8006 Arts et M�etiers–CNRS–CNAM, 151 Bd de l’Hôpital, 75013 Paris, France

The laser metal deposition (LMD) laser technique is a free-form metal deposition process, which

allows generating near net-shape structures through the interaction of a powder stream and a laser

beam. A simplified numerical model was carried out to predict layer heights together with tempera-

ture distributions induced by the (LMD) process on a titanium alloy, and a metal matrix composite.

Compared with previously developed models, this simplified approach uses an arbitrary Lagrangian

Eulerian free surface motion directly dependent on the powder mass feed rate Dm. Considering thin 
wall builds of Ti-6Al-4V titanium alloy, numerical results obtained with COMSOL 4.3 Multiphysics

software were successfully compared with the experimental data such as geometrical properties of

manufactured walls, fast camera molten pools measurements, and thermocouple temperature record-

ings in the substrate during the manufacturing of up to 10 LMD. Even if the model did not consider

coupled hydraulic-thermal aspects, it provides a more realistic local geometrical description of addi-

tive layer manufacturing walls than simpler thermal models, with much shorter calculation times than

more sophisticated approaches considering thermocapillary fluid flow. In a second step, microstruc-

tures (equiaxed or columnar) were predicted on Ti-6Al-4V walls using microstructural map available

in the literature, and local thermal gradients G (K/m) and solidification rate R (m/s) provided by the

FE calculation near the solidification front.
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I. INTRODUCTION

The direct laser metal deposition (LMD) or laser engi-

neering net shaping (LENS) process allows to fabricate bulk

materials from CAD drawings by a sequence of layer deposi-

tions involving laser melting–solidification of powder

stream.1,2 Compared with powder bed techniques, it allows a

much better addition rate but with: (1) a lower degree of

complexity due to the melt-pool (MP) sizes (in the mm range

for LMD and 0.1 mm range for laser metal fusion (LMF) and

(2) higher roughness due to a factor of ten difference in layer

thickness (around 50 lm for LMF process and 500 lm for

LMD). The applications of LMD process also include refur-

nishing–repairing of damaged parts like titanium blades. More

precisely, during an LMD process, a laser irradiation creates a

molten region on the surface of a substrate. A stream of metal

powders is fed into the laser-induced melt pool to form a layer

and raise the global volume. The next layer is then built on the

previous one, resulting in a 3D part (Fig. 1). Compared with

powder bed additive layer manufacturing (ALM) techniques

(LMF, electron beam melting (EBM)), manufactured struc-

tures exhibit a lower degree of complexity but the process

allows building or repairing larger structures (up to 1 m), com-

posite materials3,4 or graded materials, by a step-by-step

change of feeding powder.

A clear and global physical understanding of the LMD

process is complex as a whole because it addresses various

aspects such as: (1) the laser-powder stream interaction; (2) the

laser-induced melt-pool-powder stream interaction, and the

resulting geometry of parts; (3) the 3D thermal fields induced

and the metallurgical and mechanical modifications.

Many analytical or numerical studies have already

addressed the different aspects of LMD, with more or less

complex approaches.

Among the number of published studies, the analytical

model proposed by Qi et al.2 is still a valid and interesting

piece of work to estimate the powder stream–laser interac-

tion and predict the laser heating of powder by the laser

beam for various process parameters (interaction distance,

laser power, grain diameter). Similarly, Huang et al.1 com-

puted the attenuation of laser power by a powder stream,

and the resulting temperature distribution of powder par-

ticles reaching the workpiece surface.

Various numerical or analytical models have also

addressed the formation of wall geometries by considering

either element activation including a time discretization of

the process,5,6 predefined analytical function of the final

shape like those by Pinkerton and Li7 or Fathi et al.,8 or a

more physical self-consistent displacement of the free sur-

face including the powder feed distribution in the veloc-

ity2,9,10 with the use of a level-set method.

However, except in Ref. 5, most of these works did not

consider multilayer formation. Moreover, excessive calcula-

tion times are the main reason why most of these works did

not include the calculation of thermally assisted fluid flow,

which are known to play a dominant role in the final shaping
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of molten þ solidified walls. Morville et al.11,12 proposed a

thermohydraulic complex 2D and 3D models taking into

account the solid þ fluid coupling, and considering the

Marangoni flow. In the 3D model12 as indicated above, this

multiphysic modeling was limited to the first additive layer,

due to prohibitive calculation times.

In all the previously mentioned works, the free surface

evolution during deposition was considered either with a

level-set function1,9,13 tracking the gas–solid interface or

with an Arbitrary Lagrangian Eulerian (ALE) procedure.11,12

Last, recent modeling like those by Mirzade13 have con-

sidered undercooling during crystallization as a possible

modification of melt zone contours whereas Suarez et al.14

have considered metallurgical phase transformation of Ti-

6Al-4V during LMD, following previous works by Kobryn

et al. who established microstructure maps.15

In our recent work, different FE models were proposed,

starting from rather simple solid simulations considering

layer growth through the x-displacement of a thermal con-

ductivity front (Heaviside step function)16 on predefined

layers. The main drawback of this model was the heat source

positioning (on the top of planar additive layers) which was

not fully representative of the real laser absorption on an

inclined shape.

Following these numerical works, widely reported in a

recent literature review by Thompson,10 our objective was to

develop a numerical solid thermal þ morphological

approach, with the main objective to provide a precise

description of laser-induced melt-pool shapes in order to pre-

dict both wall geometries (layer heights) and thermal fields,

and to validate it with dedicated experimental diagnostics.

An important point to notice is that the fluid flow was not

assumed in order to ensure affordable calculation times.

The main input parameters for the model were: the mass

feed rate Dm (g/min), the laser power distribution U (W/

m2)¼ f(x,y), and the scanning speed V (m/s), and the time

delay At between subsequent layers, equal to 10 s. The only

adjustable parameter was the laser absorption coefficient A.

The model was confronted to experimental data (melt-pool

geometries, thermocouple temperature data) recorded during

the LMD process applied on a Ti-6Al-4V titanium alloy.

Compared with previous works, the real novelty of this work

is to provide a simple but robust numerical thermometallurgi-

cal model supported by dedicated experimental validations.

II. NUMERICAL AND EXPERIMENTAL CONDITIONS

A. The numerical ALE model

The finite element model, implemented in COMSOL 4.3 a

Multiphysics
TM

solves heat equation in transient conditions

(Eq. (1)), considering a solid state, i.e., without addressing

fluid flow and solving Navier Stokes equations. Up to ten

additive layers were considered in the current work, but the

model in itself should be valid for much longer building

times. Nonlinear thermophysical properties of Ti-6Al-4V

were used, and the enthalpy of fusion Lf was considered as a

modification of the specific heat Cp
eq (Eq. (2))

q Tð ÞCeq
P Tð Þ @T
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¼ ~r: k Tð Þ ~rT
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with Dm Tð Þ ¼ 1ffiffiffiffiffiffiffiffiffiffiffi
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m

� �
DT2

� �
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1. Boundary conditions

The starting geometrical model is composed of a

62� 10� 1 mm substrate with a (O, x, z) symmetry plane,

and a continuous heat flux condition applied on its bottom

part, including radiative and convective losses (Eq. (3)). Due

to the symmetry plane, less than half of the real substrate (a

2-mm-width plate) was considered. The model was mostly

based upon the free surface motion of the upper building sur-

face in the (0,z) direction, and at a velocity Vz. At first, an

attempt was made to apply normal velocity exclusively

above the melting point of the built material, which is physi-

cally consistent with the real experimental conditions of

layer growth during LMD. However, due to the nonuniform

dimensions of the melt-pool, this condition was shown to

induce excessive deformation of the wall central axis where

the melt-pool is longer. Moreover, a realistic spatial distribu-

tion, Vz¼ f(x;y), was used (Eq. (4)), in order to represent

additive layer geometries (Fig. 2), even if they are more

dependent on gravity forces and surface tension applied on

MP than on powder feed distribution. Consequently, Vz was

represented as a spatially uniform value dependent on the

mass feed rate. However, as shown in Ref. 18, for usual

mass feeding conditions (Gaussian distribution), efficient

mass feed rates Dm,eff* (kg/s), dependent on MP size, have

to be used to represent correctly matter addition. For all these

FIG. 1. Basic principle of the LMD process.



reasons, a simplified formulation of Vz has been used (Eq.

(4)). For our experimental conditions (Dm¼ 2.5 g/min), a

Vz,0 value near 0.0015 m/s was calculated and applied to the

upper building surface

�k Tð Þ @T

@n
¼10 � hc T � Tinfð Þ � er T4 � T4

inf

� �
with 10 ¼

A � P0

pr2
0

(3)

VZ ¼ VZ;0:

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� x2

rp2
þ y2

rp2

 !vuut with

VZ;0 ¼
Dm;eff;�

q:p:rp2

for X2 þ Y2ð Þ < rp2 and X ¼ X0 � V0 � t (4)

2. Mesh optimization

The use of an ALE method for addressing surface dis-

placements, which tends to elongate mesh elements in the

(O-z) direction, is mostly constrained by a balance between

sufficiently fine elements to provide a valid and spatially

well resolved calculation of temperature fields, but not too

fine elements to limit excessive vertical deformation during

layer addition. In the optimized model presented in Fig. 3,

the aspect ratio of surface elements was shrunk along (O,z)

to anticipate further deformation during ALM. A size condi-

tion (maximum tolerated size of 0.35 mm) was also applied

to the upper face to provide a sufficiently high number of

elements inside calculated fusion isotherms of melt-pools.

For the optimized starting condition, 1256 tetrahedral ele-

ments were used, and a remeshing condition was applied to

the initial model (Fig. 4).

B. LMD conditions and associated diagnostics

LMD tests were carried out using Ti6Al4V powders

(45–75 lm range) on an industrial Optomec 850 LENS

machine and on an opened LMD setup with various diagnos-

tics around the laser-powder stream-melt-pool interaction

zone. Two laser powers P0 (400 W and 600 W) with a top-

hat beam distribution (D0¼ 1.7 mm) and two scanning

speeds Vs were used (0.2 and 0. 4 m/min), for a constant

mass feed rate of Dm¼ 2.5 g/min, and a time pause At¼ 10 s

applied between subsequent layers to stabilize layer growth.

Such conditions correspond to different energy densities E
(J/mm2) where E (J/mm2)¼ (4 Pq)/(Vs (p D0)), ranging

between 45 J/mm2 (P400 V400) and 134 J/mm2 (P600

V200). All the tests were carried out in a refurnishing config-

uration, i.e., starting from a thin Ti-6Al-4 V substrate of

2 mm width. For such conditions, layer heights were com-

prised between 0.6 and 0.7 mm (for V0¼ 0.4 m/min) and

1–1.1 mm (for V0¼ 0.2 m/min), which is in good agreement

with the powder accumulation time in the melt-pool (func-

tion of V0
�1).16 It also can be noticed that laser power P0 has

a limited influence on layer height, but mostly tends to

reduce Ah, due to a reduction of efficient mass feeding for

increased layer widths—Table I).

FIG. 2. Cross-section of an LMD wall including the last layer semicircular

shape.

FIG. 3. Starting LMD model (1256 elements). A Vz velocity boundary con-

dition is applied on the blue surface.

FIG. 4. Remeshed model during the fifth LMD layer at 0.4 m/min.

TABLE I. LMD conditions and wall geometries (width e, layer height Ah,

MP length L, MP height H).

P400 V400 P400 V200 P600 V400 P600 V200

P0¼ 400 W 400 W 600 W 600 W

Vs¼ 0.4 m/min 0.2 m/min 0.4 m/min 0.2 m/min

e¼ 2.1 mm 2.5 mm 2.6 mm 3.3 mm

Dh¼ 0.7 mm 1.08 mm 0.6 mm 0.92 mm

L¼ 2.4 mm 3.3 mm 3.75 mm 4.2 mm

H¼ 1 mm 1.5 mm 1.25 mm 1.75 mm



A fast camera (Photron SA3, C-Mos sensor), operating

between 2000 and 4000 Hz, was installed near the laser head

to provide a real time lateral analysis (Fig. 5) of melt-pool

(MP) size and dynamics.17

The change in MP size (length L and height H) with pro-

cess conditions was used as a reliable data to validate the FE

thermomorphological model. Type K thermocouples

(0.125 mm width) were also installed (by electrodischarge

spot welding) on the substrates before LMD to obtain ther-

mal cycles T¼ f(t) at specific locations (x0, z0). A distance of

1.5–3 mm between the position of thermocouples and the top

of the substrate (bottom of the first additive layer) was

selected for all LMD tests.

III. RESULTS

The FE model provides us with the following data: (1)

the geometry of manufactured layers (mainly layer height Ah

and width e), (2) the melt-pool dimensions (H and L), (3) the

3D temperature fields and time history of all the constitutive

nodes and positions (x,y,z) (Figs. 6 and 7). CPU times for a

four-core computer with 16 Go RAM were approximately

45 min per additive layer, including laser scanning duration

and time pause. Such a calculation time can be considered as

rather short and should allow the calculation of much more

complex and large parts using the same procedure.

Considering a constant laser power P0, an absorption

coefficient of A¼ 0.28 and two different scanning speeds,

simulations and resulting 3D thermal fields (Fig. 6), indicate

a clear difference in layer height, but a limited effect on MP

maximum temperature and fusion isotherm (Fig. 7). Such an

absorption coefficient is in the same order of magnitude

(around 0.3) but a little higher than what has been previously

found in anterior work.16

When compared with experimental data, it was con-

firmed that numerical results (Table II, Fig. 8), provided a

correct estimation of layer heights and melt-pool dimensions

(MP), despite a slight overestimation (þ10%) of MP height

and length by the numerical model as shown in the histo-

grams of Fig. 8.

Moreover, MP maximum temperatures comprised

between 2100 and 2400 K (Tables II and III) were estimated

by the model.

Numerical thermal cycles T¼ f(t) were also plotted ver-

sus thermocouple measurements carried out in the center part

(Fig. 9) or the edge (Fig. 10) of the starting substrate. In both

cases, and for P400V200 and P600V200 conditions, a satis-

factory agreement is obtained even if 50–100 K temperature

FIG. 5. Fast camera analysis of melt-pool (MP) size (P400V400).

FIG. 6. 3D temperature fields calculated during the (a) 4th additive layer

(P600 V400) and (b) 6th additive layer (P600 V200).

FIG. 7. Estimation of melt-pool dimensions (P600 V200).

TABLE II. Numerical calculations of LMD walls.

P400 V400 P400 V200 P600 V400 P600 V200

P0¼ 400 W 400 W 600 W 600 W

Vs¼ 0.4 m/min 0.2 m/min 0.4 m/min 0.2 m/min

e¼ 2.1 mm 2.5 mm 2.6 mm 3.3 mm

Dh¼ 0.65 mm 1.1 mm 0.57 mm 0.95 mm

L¼ 3.4 mm 4 mm 4.2 mm 4.5 mm

H¼ 1.2 mm 1.6 mm 1.3 mm 2 mm



differences are shown in the very first recorded thermal cycle

(Figs. 9 and 10). This confirms the global validity of the pro-

posed thermomorphological calculation of LMD.

Compared with previously reported works, the model

presented here has combined a realistic 3D description of

layer addition, derived from the 2D approach by Morville

et al.,11 with a global experimental validation using dedi-

cated diagnostics.

The global validation of thermal fields made possible the

estimation of thermal gradients G (K/m), cooling rates Vc

(K/s), and solidification front velocity R (m/s) (considered as

equal to Vc/G) near the solidification front. Average data

(edge and middle of the MP) were recorded for the four

experimental conditions (Vc estimated in Fig. 11) and

reported on a micro structure map established by Kobryn15

for Ti-6A1-4V alloy (Fig. 12) using a thermodynamical cal-

culation of the columnar to equiaxed transition (CET) based

upon Hunt criterion. Such a microstructure map indicates

that columnar grains are usually obtained for large gradients

and rather low solidification rates. From the numerical calcu-

lation, a columnar microstructure was predicted for all the

LMD conditions, but at the limit of the columnar-to-mixed

transition. Experimentally determined microstructures were

found to be mostly columnar except for (P400 V400) condi-

tion (Fig. 13). The reason why a equiaxed microstructure

could not be predicted by the model for (P400 V400) is not

clear yet but could be due: (1) either to a bad numerical

FIG. 8. Comparison between numerically simulated and experimental layer

heights and melt-pool heights.

FIG. 9. Comparison of temperature profiles recorded by thermocouples

(black) in the center part of the substrate at a location of (x0¼ 31 mm,

z0¼�3 mm) below the top surface and calculated by the FE model (dotted

line, red): (a) P400 V200, (b) P600 V200.

TABLE III. Numerical calculations of cooling rate, thermal gradient, and

solidification conditions.

Vc G R Tmax

(K/s) (K/m) (m/s) (K)

P400 V400 720 4.2� 105 0.0017 2130

P400V200 210 2.3� 105 0.0009 2170

P600V400 410 3.2� 105 0.0012 2330

P600V200 180 2.4� 105 0.0007 2390

FIG. 10. Comparison of T¼ f(t) profiles recorded by thermocouples (red) in

the substrate at the edge of the wall substrate (x0¼ 56 mm, z0¼�3 mm) and

calculated by the FE model (black) (P400 V200).



description of the interlayer dilution (for P400 V400, the

dilution rate is low and favours noncolumnar grains), (2) or

to the microstructure map established by Kobryn using the

Hunt criterion15 itself which should not be predictive and

generalized enough due to the adjustment of nucleation

parameters or to the estimation of supercooling conditions

used to determine the CET.

IV. CONCLUSION

A simplified model for LMD has been developed, based

on the ALE free surface motion of additive layer surfaces

combined with realistic laser irradiation and boundary condi-

tions, but without considering fluid flow to simplify calcula-

tion procedure. It allows determining the shape of

manufactured walls and corresponding temperature fields in

an affordable amount of time, with a better representation of

MP shape than classical Lagrangian models. The thermal

model has been validated by comparison with dedicated

experimental data (melt-pool analysis, thermal measure-

ments) on a Ti-6Al-4V alloy for up to ten additive layers.

Last, the use of calculated thermal distributions behind the

melt-pool was used in combination with microstructural

maps to predict the grain structure of LMD walls. However,

the microstructure map was not found to be predictive

enough for all the LMD conditions, and for the Ti-6Al-4V

powder used experimentally.

NOMENCLATURE

A¼ absorption coefficient

Ah¼ layer height (m)

Cp¼ specific heat (J/kg/K)

D0¼ laser diameter (m)

Dm¼mass feed rate (kg/s)

Dmeff*¼ efficient mass feed surface rate (kg/s/m2)

e¼melt-pool and layer width (m)

G¼ thermal gradient (K/m)

H¼melt-pool height (m)

hc¼ natural convection coefficient (¼ 15 W/m2/K)

L¼melt-pool length (m)

Lm¼ latent heat of melting (J/kg)

FIG. 11. T¼ f(t) profiles calculated at the 4th LMD layer for the 4 experi-

mental conditions: (a) time profile between layer 4 and layer 9, (b) zoom on

the temperature profile during the 4th layer.

FIG. 12. Ti6Al4V microstructure map (Ref. 15) and prediction of grain

microstructures.

FIG. 13. Cross sections of LMD samples: (a) P400 V400 (equiaxed), (b)

P400 V200 (mixed), (c) P600 V400 (columnar), and (d) P600 V200

(columnar).



P0¼ laser power (W)

R¼ solidification front velocity (m/s)

rp¼ powder stream radius (m)

r0¼ laser radius (m)

Tm¼melting temperature (K)

Tmax¼maximum temperature in the melt-pool (K)

Vc¼ cooling rate (K/s)

Vs¼ solidification rate (m/s)

V0¼ laser scanning speed (m/s)

DT¼ interval of solidification (K)

k(T)¼ conductivity (W/m/K)

q¼ density (kg/m3)

0O¼ laser power density (W/m2)

1Y. L. Huang, J. Liu, N. H. Ma, and J. G. Li, “Three-dimensional analytical

model on laser-powder interaction during laser cladding,” J. Laser Appl.

18, 42–46 (2006).
2H. Qi, J. Mazumder, and H. Ki, “Numerical simulation of heat transfer and

fluid flow in coaxial laser cladding process for direct metal deposition,”

J. Appl. Phys. 100(2), 024903 (2006).
3S. Wen and Y. C. Shin, “Modeling of transport phenomena in direct laser

deposition of metal matrix composites,” Int. J. Heat Mass Transfer 54,

5319–5326 (2011).
4S. Pouzet, P. Peyre, C. Gorny, O. Castelnau, T. Baudin, and F. Brisset,

“Direct metal deposition of titanium matrix composites using B4C

powder,” in Proceedings of ICALEO Conference, Atlanta, GA, 17–22

October 2015.
5S. Gosh and J. Choi, “Modeling and experimental validation of stresses

and microstructure formation in multi-layer laser-aided DMD process,”

J. Heat Transfer 128, 662–679 (2006).

6R. Ye, J. E. Smugeresky, B. Zheng, Y. Zhou, and E. J. Lavernia,

“Numerical modeling of the thermal behavior during the LENS process,”

Mater. Sci. Eng. A 428, 47–53 (2006).
7A. Pinkerton and L. Li, “Modelling the geometry of a moving laser melt-

pool and deposition track via energy and mass balances,” J. Phys. D: Appl.

Phys. 37, 1885–1888 (2004).
8A. Fathi, E. Toyserkani, A. Khajepour, and M. Durali, “Prediction of melt-

pool depth and dilution in laser powder deposition,” J. Phys. D: Appl.

Phys. 39, 2613–2623 (2006).
9L. Han, K. M. Phatak, and F. W. Liu, “Modeling of laser deposition and

repair process,” J. Laser Appl. 17(3), 89–99 (2005).
10S. M. Thompson, L. Bian, N. Shamsaei, and A. Yadollahi, “An overview of

direct laser deposition for additive layer manufacturing, Part I: Transport

phenomena, modeling and diagnostics,” Addit. Manuf. 8, 36–62 (2015).
11S. Morville, M. Carin, P. Peyre, M. Gharbi, D. Carron, P. Le Masson, and

R. Fabbro, “2D longitudinal modeling of heat transfer and fluid flow dur-

ing multilayered DLMD process,” J. Laser Appl. 24(3), 032008 (2012).
12S. Morville, “Mod�elisation multiphysique du proc�ed�e de Fabrication

Directe par Projection Laser en vue d’am�eliorer l’�etat de surface final,”

Ph.D. dissertation, University of South Brittany, France, 2012.
13F. K. Mirzade, V. G. Niziev, V. Y. Panchenko, M. D. Khomenko, R. V.

Grishaev, S. Pityana, and C. Van Rooyen, “Kinetic approach in numerical

modeling of melting and crystallization at laser cladding with powder

injection,” Physica B 423, 69–76 (2013).
14A. Suarez, M. J. Tobat, A. Yanez, I. Perez, and J. J. Candel, “Modeling of

phase transformations of Ti6Al4V during laser metal deposition,” Phys.

Proc. 12, 666–673 (2011).
15P. Kobryn and S. L. Semiatin, “Microstructure and texture evolution dur-

ing solidification processing of Ti-6Al-4V,” J. Mater. Process. Technol.

135, 330–339 (2003).
16P. Peyre, R. Neveu, P. Aubry, R. Fabbro, and A. Longuet, “Analytical and

numerical modelling of the direct metal deposition laser process,” J. Phys.

D: Appl. Phys. 41, 025403 (2008).
17M. Gharbi, P. Peyre, C. Gorny, R. Fabbro, M. Carin, S. Morville, D.

Carron, and P. Le Masson, “Influence of various process conditions on sur-

face finishes induced by the direct metal deposition laser technique on a

Ti-6Al-4V alloy,” J. Mater. Process. Technol. 213, 791–800 (2013).

http://dx.doi.org/10.2351/1.2164476
http://dx.doi.org/10.1063/1.2209807
http://dx.doi.org/10.1115/1.2194037
http://dx.doi.org/10.1016/j.msea.2006.04.079
http://dx.doi.org/10.1088/0022-3727/37/14/003
http://dx.doi.org/10.1088/0022-3727/37/14/003
http://dx.doi.org/10.1088/0022-3727/39/12/022
http://dx.doi.org/10.1088/0022-3727/39/12/022
http://dx.doi.org/10.2351/1.1848523
http://dx.doi.org/10.1016/j.addma.2015.07.001
http://dx.doi.org/10.2351/1.4726445
http://dx.doi.org/10.1016/j.physb.2013.04.053
http://dx.doi.org/10.1016/j.phpro.2011.03.083
http://dx.doi.org/10.1016/j.phpro.2011.03.083
http://dx.doi.org/10.1016/S0924-0136(02)00865-8
http://dx.doi.org/10.1088/0022-3727/41/2/025403
http://dx.doi.org/10.1088/0022-3727/41/2/025403
http://dx.doi.org/10.1016/j.jmatprotec.2012.11.015

	s1
	s2
	s2A
	d1
	d2
	s2A1
	f1
	d3
	d4
	s2A2
	s2B
	f2
	f3
	f4
	t1
	s3
	f5
	f6
	f7
	t2
	f8
	f9
	t3
	f10
	s4
	f11
	f12
	f13
	c1
	c2
	c3
	c4
	c5
	c6
	c7
	c8
	c9
	c10
	c11
	c12
	c13
	c14
	c15
	c16
	c17



