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SUMMARY
Insight into upper-mantle processes can be gained by linking flow-induced mineral alignment to regional deformation and seismic anisotropy patterns. Through a series of linked micro–macro scale numerical experiments, we explore the rheologic effects of crystal preferred orientation (CPO) and evaluate the magnitude of possible impacts on the pattern of flow and associated seismic signals for mantle that includes a cooling, thickening young oceanic lithosphere. The CPO and associated anisotropic rheology, computed by a micromechanical polycrystal model, are coupled with a large scale flow model (Eulerian Finite Element method) via a local viscosity tensor field, which quantifies the stress:strain rate response of a textured polycrystal. CPO is computed along streamlines throughout the model space and the corresponding viscosity tensor field at each element defines the local properties for the next iteration of the flow field. Stable flow and CPO distributions were obtained after several iterations for the two dislocation glide cases tested: linear and nonlinear stress:strain rate polycrystal behaviour. The textured olivine polycrystals are found to have anisotropic viscosity tensors in a significant portion of the model space. This directional dependence in strength impacts the pattern of upper-mantle flow. For background asthenosphere viscosity of $\sim 10^{20}$ Pa s and a rigid lithosphere, the modification of the corner flow pattern is not drastic but the change could have geologic implications. Feedback in the development of CPO occurs, particularly in the region immediately below the base of the lithosphere. Stronger fabric is predicted below the flanks of a spreading centre for fully coupled, power-law polycrystals than was determined using prior linear, intermediate coupling polycrystal models. The predicted SKS splitting is modestly different ($\sim 0.5$ s) between the intermediate and fully coupled cases for oceanic plates less than 20 Myr old. The magnitude of azimuthal anisotropy for surface waves, on the other hand, is predicted to be twice as large for fully coupled power-law flow/polycrystals than for linear, intermediate coupled flow/polycrystal models.
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1 INTRODUCTION
The dominant minerals in the upper mantle have anisotropic single crystal properties. The seismic anisotropy of mantle peridotite arising from deformation-induced crystal alignment is well known (Birch 1960; Mainprice et al. 2000) but the rheologic anisotropy of these olivine ($\sim 70$ per cent):enstatite ($\sim 30$ per cent) polycrystals is less well known (Castelnau et al. 2009; Hansen et al. 2012). This study explores the rheologic anisotropy that is associated with texturing of mantle rock during viscous mantle flow. Texture develops due to deformation of individual mineral grains at stress levels that typify regions with upper-mantle flow gradient (Carter 1976; Nicolas & Poirer 1976; Karato 2008). Dislocation glide along favourably oriented mineral slip systems results in alignment of mineral lattices in a direction controlled by the evolving stress field...
that a polycrystal experiences within the flow field. Significant alignment of mineral grains within a polycrystal is referred to as crystal preferred orientation (CPO).

Knowledge about convection in the upper mantle can inform many aspects of deep Earth structure and processes but it is not possible to directly observe the flow field. Interpretations of observed seismic anisotropy provide one means to infer mantle flow patterns (McKenzie 1979; Ribe 1989; Long & Becker 2010) and what they might imply about, for example, the nature and extent of coupling across the lithosphere-asthenosphere boundary (Nicolas & Violette 1982; Tommasi et al. 2000; Olugboji et al. 2016), or the interactions between partial melting and flow in the vicinity of plumes or plate boundaries (Holtzmann & Kendall 2010). Experimental results (Karato 2008; Bonen et al. 2013; Hansen et al. 2016) and natural sample measurements (Ben Ismail & Mainprice 1998) of olivine deformation provide constraints on numerical simulations of mantle polycrystal behaviour under various applied stresses (Wenk et al. 1991; Tommasi 1998; Dawson & Wenk 2000; Kaminski & Ribe 2002; Castelnau et al. 2008; Li et al. 2014; Goulding et al. 2015). Here we build on prior numerical developments and benchmarking. We apply the method that is currently best suited to address polycrystal rheology in an evolving stress field—the viscoplastic self-consistent second-order (VPSC-SO) scheme, which has been shown to predict olivine orientation distributions similar to natural and experimentally obtained fabrics (Castelnau et al. 2008) and to match full-field simulations of polycrystal behaviour under deformation (Lebensohn et al. 2004).

A key motivation of this study is to consider general deformation and corresponding rheologic changes due to CPO for an evolving upper-mantle stress field. Prior works on the effect of anisotropic mantle rheology on flow adopt a single weak and perpendicular strong direction, assigned relative to the flow (Honda 1986; Christensen 1987; Mulhaufer et al. 2004; Ley & Hager 2008). The impacts of such rheology were found to be geologically relevant. Such a transverse isotropy approach can be useful away from plate boundaries, where hexagonal elastic symmetry provides a fairly robust approximation to observed global azimuthal anisotropy patterns. However, the hexagonal assumption has been shown to not match splitting observations near rifts and plate margins (Becker et al. 2006a). Tracking the continuously evolving CPO is necessary in order to assess how texture-related viscosity changes may develop in regions of complex flow.

2 NUMERICAL MODELLING

An iterative procedure is used to solve for upper-mantle flow within a few hundred km of an oceanic spreading centre and the associated CPO (Fig. 1). Viscosities throughout the model space are updated for every iteration. The initial flow solution assumes isotropic (scalar) viscosity, with a value of \(10^{20}\) Pa s in the asthenosphere and \(10^{23}\) Pa s in the lithosphere. The base of the lithosphere is the 1000 °C isotherm. Subsequent iterations use a viscosity tensor determined for a polycrystal that has developed CPO along a flow line from the base of the model to the point under consideration. A viscosity tensor is determined for each element in the model. Flow, CPO, and viscosity iteration proceeds until the maximum change in local flow velocity is less than 1 per cent of the specified plate spreading rate and CPO changes throughout the model are negligible. The seismic anisotropy associated with this stable distribution of CPO is then computed throughout the model space and surface observables are predicted. Details of the method are described in Sections 2.1 and 2.2.

Our main goal is to determine whether feedback between CPO, upper-mantle flow pattern, and seismic anisotropy may occur at a scale that is significant. This investigation is not intended to produce precise predictions of the distribution of seismic anisotropy near a spreading centre. Rather, we aim to understand the level of bias that may be associated with the majority of flow/CPO simulations in the recent geophysical literature, where rheologic impacts of texture have been ignored (Chastel et al. 1993; Tommasi 1998; Blackman et al. 2002; Kaminski & Ribe 2002; Becker et al. 2006b).

We emphasize plastic deformation that develops through dislocation glide. It is clear that other deformation mechanisms can operate in regions of the upper mantle, for example, dislocation climb (Goetzte & Kohlstedt 1973) and grain boundary sliding (Hansen et al. 2012). Dynamic recrystallization could also come into play (Zhang et al. 2000; Karato 2008). The strength and types of CPO distributions that are produced when these other mechanisms (also) operate tend to basically follow alignment directions for polycrystals where dislocation glide is dominant (e.g. Lebensohn et al. 2010) although fabric strength may be overestimated (Raterron et al. 2014) and high strain or hydration can alter recrystallized grain orientation in some cases (Zhang et al. 2000). Differences in rates of CPO evolution and precise orientations for these other mechanisms have been reported, as discussed in Section 2.1. We choose an upper value for overall viscosity within an upwelling zone near a spreading centre (\(10^{20}\) Pa s). The resulting flow field is a broad, passive response to plate motion, rather than containing a subaxial zone with very high flow gradients and strong CPO associated with buoyancy enhanced upwelling in the partial melting zone, which results for asthenosphere viscosity of \(5 \times 10^{18} - 19\) Pa s (Jha et al. 1994; Blackman et al. 1996; Blackman & Kendall 2002). This broad flow is useful in itself (an endmember flow model) and it has just a single change in flow direction (the ‘corner’), so potential, second-order biases associated with the simplified deformation mode that we adopt should be less prevalent.

The computational cost of fully coupled flow/CPO/viscosity calculations is significant so we limit our model space to a region 200 km wide. This model space includes the upwelling zone beneath a slow (10 km Myr \(^{-1}\)) spreading centre, the flow ‘corner’, and the onset of plate-driven shearing, which dominates evolution of the off-axis CPO. The base of the model is set at a depth 150 km, restricting the region to conditions that Raterron et al. (2014) indicate would have nearly constant critical resolved shear stress threshold for olivine slip systems; pressure (\(P\)) and temperature (\(T\)) influences are modest for this region underlying oceanic crust 0–20 Myr old. Hadjizian et al. (2017) combine deformation and seismic anisotropy modelling to explore changes as a function of ocean lithosphere age. While additional tests of their parameterizations for deformation by dislocation and diffusion are warranted, their findings suggest that the former mechanism may dominate the latter in the asthenosphere throughout our model space. We assume that CPO is random as polycrystals enter the base of the model. Inclusion of \(P/T\) effects on slip system activity and/or the impacts of pre-existing texture (Raterron et al. 2014; Bonen et al. 2015) should be addressed in the future with larger models, but first it is important to establish whether the scale of feedback even warrants additional effort.

2.1 Flow, CPO, and viscosity finite element calculations

Mantle flow is computed using a parallel finite element (FEM) code, Isaiah, developed at Cornell University. Isaiah solves a coupled system of equations for velocity, temperature and model state variables.
in three dimensions. It uses an Eulerian framework and treats the problem as a steady flow. For this work, we implemented a viscoplastic flow model using an anisotropic viscosity tensor field; no state variables were used, non-Newtonian behaviour is introduced via the viscosity tensor. Isaiah was developed for modelling the nonlinear viscoplastic flow of polycrystalline metals during large strain deformation processes. It has been applied to deformation processes, such as rolling (Lee et al. 1990) and solid state joining processes, such as friction stir welding (Cho et al. 2007; Cho & Dawson 2008; Boyce & Dawson 2014a,b). In our case, full implementation would set the CPO-based viscosity as the state variable for each element; the results reported here represent partial implementation for the purpose of determining the scale of flow/CPO feedbacks. Rather than storing element CPO, we compute CPO evolution for full streamlines (from the model base to every element) at each iteration. Finer mesh discretization (i.e. smaller nodal point spacing of 2.5 km) is used in a zone underlying the spreading axis and also in the top portion of the model where gradients near the thickening lithosphere are high. Coarser mesh discretization (i.e. greater nodal point spacing of 5 × 5 km) is used at depths (z) greater than 50 km and off-axis distances (x) greater than 50 km. Since we focus on variation in the direction of spreading (cross-axis) for this study, boundary conditions (Fig. 1 and Supporting Information) drive a 2-D flow and out-of-plane variation in the velocity field is negligible. The maximum difference of the converged velocity field in the y direction occurred at the spreading axis and in narrow radial bands emanating up to 50 km away from it. The magnitude of the along-strike difference in the x and z velocity components in this region dropped from 0.05 per cent to less than 0.01 per cent of the specified spreading rate.

The VPSC-SO method used for calculating CPO and effective viscosity of a polycrystal deals with nonlinear viscoplastic
behave by constructing a linear comparison polycrystal (LCP). The
The code developed by the CNRS, Paris group was designed to
calculate CPO and effective viscosity for polycrystals as they expe-
rience evolving stress while transiting along a streamline through a
flow field. Olivine slip system parameters were set (Table 1) for
1000-grain polycrystals. Enstatite was not considered since its inclu-
sion does not significantly alter the predicted orientation of olivine
alignment (Blackman et al. 2002), thus strength directionality of
the polycrystal is reliably determined. The adopted low activity,
fourth (hard) system does not significantly affect CPO development
(Castelnau et al. 2008, 2009; Detrez et al. 2015) but is necessary
for our dislocation-glide (only) model since the three independent
olivine slip systems alone are insufficient to accommodate general
deformation. Mantle flow streamlines ending at each element, and
the associated velocity gradients at increments of 2.5 per cent strain
along the path, were calculated with Isaiah. These were linked to
a modularized version of the CNRS code. CPO is calculated at each
streamline increment and used as the starting distribution for further
evolution based on the local stress field at the next position along the
streamline. Once temperature drops below 1000 °C, texturing is
stopped and the ‘frozen in’ CPO is allocated to the element at the
streamline endpoint. The mechanical response of the polycrystal,
one final CPO is achieved, is calculated and this defines the effective viscosity tensor. At this stage, CPO is the only factor affecting
viscosity of the polycrystal. The $6 \times 6$ viscosity tensors values
are scaled by $10^3$ if the element resides in the lithosphere, and the
tensors are then employed in the next flow iteration with Isaiah to
specify local stress:strain rate behaviour.

The quantitative criteria for assessing convergence emphasized
velocity field stability. A maximum difference of less than 1 per
cent of the spreading rate was required and this maximum charac-
terized less than 5 per cent of the model space. Most velocity field
values were nearly an order of magnitude less different between
iterations when convergence was determined. Gradients in velocity
time control CPO evolution and thus viscosity, so stability in the former
go hand in hand with stability in the latter. The distribution and
intensity of CPO was qualitatively determined to have stabilized
based on pole figure comparison between iterations. Finally,
viscosity tensor components were also compared between iterations
and convergence was affirmed when changes between runs were
not significant for any component.

Two sets of calculations were performed: the first set assumed
linear stress:strain rate behaviour for the polycrystal. This allowed a
computationally efficient test of the iteration procedure and provides
a first look at potential feedbacks for olivine flow/CPO using the
same parameter settings as in Castelnau et al. (2009). For portions
of the model where texture is nearly random, this $n = 1$ case corre-
sponds to Newtonian flow with isotropic viscosity, but the overall
flow pattern reflects significant spatial variation in viscosity, a ma-
jority of which is anisotropic. In order to track the flow, CPO, and
viscosity through iterations, orientation distributions were saved for
elements spaced every 15 km throughout the model along with rep-
resentative streamlines and compared to prior iteration results. Full
model viscosity tensor components were also assessed between it-
erations. Fig. 1 presents results for the case denoted ‘intermediate
coupling’ for which CPO are calculated for the flow pattern pre-
dicted when using an isotropic viscosity. This corresponds to the
first iteration of the fully coupled model. The second set of calcula-
tions is performed similarly, but accounting for nonlinear viscosities
where a stress exponent $n = 2$ or 3 is adopted for the polycrystal.
For these power-law polycrystal cases, the CPO calculation requires
slower adoption of evolution updates. The solution for each stream-
line position is approached stepwise, with CPO update phased in
through adoption of a polycrystal stress that is a weighted average
of the latest (current) and prior determinations. This weighting
factor, $F$, of the current stress was set at 0.75 for the majority of the
$n = 2$ streamlines. A few streamlines with high velocity gradi-
ents required the current stress to have a weighting of 0.33 to slow
the adoption of the updated stress in order to achieve convergence.
Weights of 0.25–0.33 were consistently required for $n = 3$ runs.
Computation time increases significantly as $F$ is decreased, with the
$n = 2$ case requiring more than an order of magnitude longer for each
of streamlines than for the linear case ($F = 1$).

### 2.2 Seismic anisotropy calculations

Body wave anisotropy was computed based on CPO at elements
spaced 15 km apart throughout the model using prior procedures
(e.g. Blackman et al. 2002). Effective elastic constants were deter-
mined using Voigt–Reuss–Hill average of single-crystal properties
(Anderson & Isaak 1995), projected onto the global reference frame,
over all 1000 grains in the local polycrystal. Given the limited depth
extent of our model, including $P/T$ dependence of elastic constants
would not alter results (Blackman & Kendall 2002) so we use values
for standard temperature and pressure. Local $P$-wave anisotropy and
shear wave splitting were computed on the 15 km subgrid, a mini-

<table>
<thead>
<tr>
<th>Slip system</th>
<th>Reference stress</th>
</tr>
</thead>
<tbody>
<tr>
<td>${010} [100]$</td>
<td>$5.5 \times 10^{-4}$ (MPa)</td>
</tr>
<tr>
<td>${001} [100]$</td>
<td>$5.5 \times 10^{-4}$</td>
</tr>
<tr>
<td>${010} [001]$</td>
<td>$5.5 \times 10^{-3}$</td>
</tr>
<tr>
<td>${101} (T01)$</td>
<td>$5.5 \times 10^{-2}$</td>
</tr>
</tbody>
</table>
3 RESULTS

3.1 Linear polycrystal

The fully coupled, linear polycrystal case converged in 15 iterations, with flow field and CPO stable throughout the model space (Fig. 2). Overall flow and general olivine alignment are predicted to differ modestly from the intermediate coupling result (Fig. 1). Material that starts within 50 km of the spreading axis rises to somewhat shallower depth (a few km further), but at a slightly reduced rate (up to 10 per cent of the SR slower). Streamline inflection at the corner in the flow field is not quite as sharp, and CPO is correspondingly weaker in that region. Similar to the intermediate coupling result, texture strength decreases somewhat as plate shearing becomes dominant off-axis ($x > 125–150$ km), but for the fully coupled case, the sublithosphere CPO persists, rather than diffusing due to the change in shear direction, and becomes aligned more closely with the spreading direction. The $J$ index provides a useful quantification of fabric strength (Ben Ismail & Mainprice 1998) and values of 2–3 are common in the upper half of the fully coupled model, where texture has evolved from the initial random distribution; just a portion of the corner region ($x \sim 60–120$ km) has higher $J$ index of 4–5. The latter contrasts with the intermediate coupling result where $J$ index values of 6–8 occur in this part of the flow corner and $c$-axes are more concentrated in the out-of-plane ($y$) direction. By 20 Myr, $b$-axis concentrations in the region beneath the lithosphere have increased, with maxima in the vertical direction.

The extent to which the effective viscosity of the textured polycrystals deviates from isotropic varies with position in the model. For intermediate coupling, individual tensor components deviate most strongly near the flow corner and below the young lithosphere (Fig. 3a). For the fully coupled polycrystal, the lower lithosphere and the region extending below its base have viscosity components

& Smith 1998), and then values were resampled at 10 km spacing. SKS splitting accrued by seismic waves traveling vertically through the model was approximated by summing local split times for each column of the subgrid. Ray bending was neglected, but would be modest for these models (Blackman & Kendall 1997).

Surface wave azimuthal anisotropy was determined for the 20 Myr portion of the model, using elastic constants computed from the depth distribution of CPO at the right edge of the model. A derivative of the seismic normal mode code MINOS (see Woodhouse 1988 for theoretical background) was used, which incorporates weak general seismic anisotropy (Tanimoto 1986), on the order of a few per cent, that can be formulated by perturbation theory. The spherical 1-D model 1066A (Gilbert & Dziewonski 1975) was sampled and interpolated at 5 km depth intervals to compute vertical normal mode eigenfunctions and sensitivity kernels. As with predictions for body waves, here we only predict dispersion caused by structure as defined by the computed elastic parameters. We do not attempt to model wave propagation effects. To this end, lateral tomographic resolvability will depend on seismic data density, that is, ray path coverage, and is not discussed further.

Figure 2. Fully coupled, linear polycrystal flow field and CPO, stabilized at iteration 15. Format and colour scales are the same as in Fig. 1, with $a$-axis pole figures shown throughout model, colour shaded by $J$ index. At select locations, pole concentrations for all three olivine axes are shown.
Figure 3. Normalized viscosity tensor components for different models of flow/CPO. The six independent components of the $6 \times 6$ tensor are plotted for each model. Deviation from isotropic value (green) is highlighted by dividing each component by that isotropic value: (a) intermediate coupling, linear polycrystal case; (b) fully coupled, linear polycrystal case; (c) fully coupled, power-law polycrystal case with stress exponent $n = 2$, first iteration; (d) fully coupled, power-law polycrystal case with stress exponent $n = 2$, fourth iteration. Colour scale for (a)–(c) is shown to right of (c). Colour scale for (d) is shown at far right.

that deviate more strongly from an isotropic tensor than the flow corner (Fig. 3b).

The seismic signature of the fully coupled, linear polycrystal model would be difficult to distinguish from that of the intermediate coupling case using surface (seafloor) measurements. While there is clearly some feedback between CPO and flow, the impact on seismic anisotropy is modest for this case (Figs 4a and b). There are differences in local elastic properties, particularly for variably incident S waves, but the total P-wave delay or SKS splitting times are only slightly altered within this young oceanic plate region.

Fast directions (the fast S-wave will be polarized in the direction of the fast P-wave direction for CPO such as we predict in this model), become parallel to the direction of plate motion shortly after 10 Myr ($x \sim 100$ km) for the fully coupled case, whereas they retain alignment developed in the flow corner throughout much of the modelled region in the intermediate coupling case. Splitting of S-waves within the 25–50 km depth interval is greater at ages older than 10 Myr in the fully coupled case. This effect will increase further off-axis as plate-drive shearing proceeds (and the plate cools and thickens), but at the 20 Myr age, it would not be possible
Figure 4. Seismic anisotropy associated with different models of linked flow, CPO and polycrystal stress-strain rate assumption. Top panels (a–d) show SKS splitting accrued by waves transiting at vertical incidence through the local shear wave structure, with black ×’s corresponding to immediately underlying panels. Pink ×’s show SKS splitting accrued for local structure shown in top panels of (e) and (f). P-wave anisotropy in the model is shown (below local SKS panels) by separate colour scale with overlain, constant-length vectors showing the direction of fastest propagation. The lower two panels in (a) and (b) show local S-wave splitting for ±20° incidence. (a) Intermediate coupling (iteration 1) case for linear polycrystal. (b) Fully coupled case, iteration 15 for linear polycrystal. (c) Intermediate coupling case for power-law polycrystal with stress exponent n = 2. (c) Intermediate coupling case for power-law polycrystal with n = 3. (e) Coupled case at second iteration, n = 2. (f) Coupled case at second iteration, n = 3.

3.2 Power-law polycrystal

Olivine single crystal creep is expected to occur at rates proportional to the applied stress raised to a power of ~3.5 (Bai et al. 1991), although behaviour probably depends on several factors as mantle depth increases (Raterron et al. 2009). Polycrystal behaviour is more complex due to grain–grain interactions (Lebensohn et al. 2016) (and the presence of other minerals) so the appropriate stress exponent is uncertain. Since it is clear that peridotite deforms with some degree of nonlinearity (Carter 1976; Nicolas & Christensen 1987), incorporating this effect allows us to move beyond the limited exploration possible with the linear polycrystal case. For this assessment, we considered cases with stress exponent (n) of 2 and 3.

For intermediate coupling, flow and CPO are generally similar for the power-law cases (n = 2 and 3) and the linear (n = 1) case, though fabric is somewhat more intense in the flow corner region as indicated by J index values that are about 1 point greater there. The difference in intermediate coupling results for the n = 2 and n = 3 power-law polycrystal cases is minor. Predicted seismic anisotropy (Figs 4c and d) is nearly identical between n = 2 and n = 3 at the first iteration. By the second iteration, details of flow gradients in the shallow axial region begin to affect predictions most notably in the shallow lithosphere, although limited model resolution likely impacts this result (see Section 4). More modest differences develop below the lithosphere where anisotropy for the n = 3 case is predicted to be somewhat stronger than for the n = 2 case (Figs 4e and f). Since the sense and general scale of asthenospheric changes between linear and nonlinear cases for n = 3 follows those for n = 2, we proceed to full coupling using n = 2, which requires significantly less computing time than case n = 3 while still providing opportunity to assess flow/CPO/seismic anisotropy feedbacks for more realistic olivine polycrystal behaviour.

Subsequent iteration indicates that feedbacks associated with anisotropic rheology are notable for polycrystals with power-law
behaviour. By the fifth iteration, the flow field has changed relative to the reference model in the same sense that the linear polycrystal had at iteration 15, although surpassing the sharpening of the corner somewhat (Supporting Information Fig. S1). The strength of the CPO is higher in key regions (Fig. 5), J Index is slightly reduced in the shallow, near-axis corner region of flow but values increase to 5–7 in the lower lithosphere beyond 50 km from the axis. A band of high values (J index 8 and greater) extends 30–40 km below the base of the lithosphere persists off axis from $x = 100$ km onward. Subhorizontal fast axis pole concentrations are more than twice as high just beneath the base of the lithosphere by 20 Myr and $b$-axis poles there are concentrated at vertical. $C$-axes cluster in the direction perpendicular to spreading, although with distance below the lithosphere the $c$-axis distribution broadens (and is rotated somewhat) to include girdles in subhorizontal and subvertical planes.

Given the significant computation time required and the fact that patterns are being reinforced with each iteration performed, we are confident that our results thus far are a reliable indicator of the scale of feedbacks due to CPO-based anisotropic viscosity despite the fact that the flow/CPO/viscosity have not yet converged to a fully self-consistent solution for the power-law polycrystal case. Differences in the predicted velocity field between $n = 2$, iterations 4 and 5 are, however, modest, not exceeding 2 per cent of the specified spreading rate (twice our convergence criteria) in part of the axial region of the model ($x, z < 15$ km). A band that thickens below the lithosphere in the off-axis region still shows 1–2 per cent change in predicted velocity between these iterations.

The viscosity tensor variability for fully coupled, $n = 2$ cases is stronger than for the linear polycrystal. A narrow subaxial region deviates from isotropic values for several of the tensor components (Figs 3c and d). A stronger deviation occurs at the base and immediately below the lithosphere in most tensor components (Fig. 3d).

The body wave signature predicted for the fully coupled, $n = 2$ case (Fig. 6) is stronger than for the intermediate coupling case, with off-axis splitting $\sim 1.2$ s at $20$ Myr compared to $\sim 0.6$ s. This difference is within detection limits for discrimination using a quiet, well-oriented ocean bottom seismometer station (Wolfe & Solomon 1998) but is near the limit for noisy stations or small data sets (Bodmer et al. 2015; Menke et al. 2015). Reduced anisotropy within $\sim 75$ km of the axis might be discernible, and a dense station spacing across the plate boundary with analysis of both $P$ and $S$ waves could help discriminate between models.

Predicted surface wave anisotropy differs more strongly between the intermediate coupling case and the power law, fully coupled case (Fig. 7). Surface waves of different frequencies sense structure at depth differently (Fig. 7b), so the frequency-dependent phase velocity and its azimuthal dependence are excellent diagnostics for anisotropy that varies with depth. Azimuthal variations are relatively small for Rayleigh waves at 10 mHz that reach deep into the asthenosphere and beyond. Although azimuthal anisotropy of 2 per cent should be a statistically significant, observable signal, we do not expect that the difference in effect from the three cases shown here is resolvable (Fig. 7c). However, at higher frequencies (for which measurement errors are typically smaller than for 10 mHz) the difference in impact on phase velocity becomes much stronger.
In our intermediate coupling case, and for Rayleigh waves at 30 mHz, effects from the fully coupled, power-law polycrystal ($n = 2$, iteration 5) case yield an SKS splitting time. Middle panel shows local P-wave anisotropy magnitude (colour) and fast direction (vectors).

In particular, the effects from the fully coupled, power law ($n = 2$) polycrystal stand out clearly from those of the other shown cases.

For weakly anisotropic media, the azimuthal dependence of the frequency-dependent phase velocity perturbation with respect to a reference velocity, $\delta c/c(\omega)$, can be described by a truncated trigonometric series (Smith & Dahlen 1973)

$$\delta c/c(\omega, \psi) = a_0(\omega) + a_1(\omega) \cos 2\psi + a_2(\omega) \sin 2\psi + a_3(\omega) \cos 4\psi + a_4(\omega) \sin 4\psi,$$

where $\psi$ is the azimuth, and $a_n(\omega)$, $n = 0-4$, are frequency-dependent depth-integrals over structure, containing sensitivity kernels similar to those shown in Fig. 7(b). In realistic anisotropic media, $a_1$ and $a_2$ are expected to dominate for Rayleigh waves (e.g. Smith & Dahlen 1973; Montagner & Nataf 1986). In our intermediate coupling case, and for Rayleigh waves at 30 mHz, $a_1$ is on the order of 1 per cent while the other coefficients are at least 2 orders of magnitude smaller. This holds also for the other cases though $a_1$ is larger (2.6 per cent for fully coupled, $n = 2$, iteration 5 case).

Hence, we are confident that the results we present here would yield observable differences in Rayleigh wave azimuthal anisotropy.

Love wave anisotropy was also computed, for which the $4\psi$ terms are expected to dominate. Indeed, for the intermediate coupling case, $a_1$ dominates but is on the order of 0.2 per cent, while the next-largest coefficient, $a_3$, is 10 times smaller. The fully coupled, $n = 2$, iteration 5 case yields an $a_1$ on the order of 2 per cent, with the next-largest coefficients 100 times smaller. While the strength of anisotropy is certainly measurable (Fig. 7c, dashed curves), the azimuthal dependence would be difficult to observe and characterize, given the uneven global seismicity. However, as for Rayleigh waves, ignoring azimuthal anisotropy in the interpretation of phase velocity observations would lead to biased structural models.

The von Mises equivalent, or effective, polycrystal strain rates predicted for the fully coupled, power-law model differs notably from that for isotropic viscosity (Fig. 8). Effective deformation rates in the upwelling zone are reduced compared to the constant viscosity case. CPO is somewhat reduced in this zone (Fig. 5 versus Fig. 1, $J$ Index) and the degree of texture-related hardening is less. Off axis ($x > 70$ km), there are significantly higher strain rates in a zone below the lithosphere that thickens with age of the overlying plate, to about 60 km depth by 20 Ma. This enhanced deformation reflects directional weakening, and dominant activity of the $(010)[100]$ slip system (Supporting Information Fig. S2), associated with the CPO that has developed.

Our use of the same relative critical resolved shear stresses for both the linear and power-law polycrystal (Table 1 shows our 1:10 ratio for relative ease of slip along the $a c$-axes) means that glide along the $c$-axis is about three times harder than would commonly be assumed for olivine. While this predicts textures that are somewhat less strong than a 1:3 ratio would at the edge of our model, the orientation distribution is essentially the same (Supporting Information Fig. S3) and that is a key factor for the nature of anisotropy in the effective viscosity.

4 DISCUSSION

We find that there are feedbacks between anisotropic viscosity associated with CPO and the flow field in the upper mantle. For plate-driven flow at a spreading centre, with background viscosity of about $10^{20}$ Pa s, the overall pattern is still essentially a corner flow but upwelling rate in the subaxial zone is somewhat reduced. This could result in decreased partial melting. Material starting within the subaxial zone ($x < 50$ km) rises to a level that is a few km shallower when texture-based anisotropic rheology is incorporated. Our models show that material starting at depth outside the subaxial zone rises as much as $\sim 20$ km shallower, and at higher rates near the inflection point where the flow turns the corner (Figs 1 and 5, and Supporting Information Fig. S1a). This could broaden the low per cent partial melting zone compared to the isotropic (scalar) viscosity case. Our horizontal-only velocity boundary condition at the right side may influence the latter prediction somewhat; a more realistic condition would be the analytic corner flow solution below the base of the rigid lithosphere (Blackman et al. 1996, 2002). This setting does not control the main result on scale of feedback.

The distribution of CPO differs from past linked flow/anisotropy analyses in strength and alignment direction in key regions of the model space when full coupling and anisotropic rheology are employed. The power-law polycrystal alignment direction in the lithosphere is predicted to be horizontal, rather than inclined. This reflects near-axis differences in the stress field just below the base of the lithosphere. As off-axis shearing becomes dominant, the sub-lithospheric region develops horizontal preferred direction rather than retaining a diffuse version of the inclined alignment that develops in the flow corner. The strength of the off axis CPO is greater than predicted for the intermediate coupling case but for mantle beneath several Myr old oceanic crust the difference in the anisotropy accrued by body waves transiting the upper 100–200 km of the mantle is modest.

While the detailed CPO that we predict reflects on our simplifying assumption that dislocation glide controls the texture development,
Figure 7. Surface wave anisotropy predicted for different flow/CPO models. (a) Azimuthal variation for 40 mHz Rayleigh wave for the fully coupled, linear polycrystal case; 0° is spreading direction. (b) Sensitivity kernels for different frequency Rayleigh waves. (c) Magnitude of Rayleigh (solid line) and Love (dashed) wave anisotropy as a function of frequency for three models, as labelled.

Figure 8. Shear strain rate predicted for the corresponding flow fields. (a) Isotropic viscosity case. (b) Fully coupled CPO-based viscosity case with power-law polycrystal (n = 2, iteration 5). Thick grey line shows base of lithosphere (1000 °C isotherm).
the nature of the feedback between flow and anisotropic rheology whose scale is based on CPO is a result that should hold when a more complete set of texturing mechanisms is considered. This is partly due to the fact that our predicted CPOs have a range that is in line with those observed in natural samples, where a suite of mechanisms operated (Mainprice et al. 2000). The applicability also reflects the fact that recrystallized grains can align similar to their parent grain in some conditions (Zhang et al. 2000) when melt is not present (Holtzman et al. 2003; Higgs & Tommasi 2012, 2014). Inclusion of dislocation climb in a prior calculation as a secondary deformation mechanism (Lebensohn et al. 2010), only slightly altered the CPO as climb did not contribute significantly to the overall polycrystal deformation. Indices that we obtain in the off-axis region beneath the lithosphere, where uniaxial extension in the corner of the flow is followed by plate-driven shear, are generally of the order of those determined in recent experimental samples where applied deformation was designed to investigate this scenario (Hansen et al. 2016). The very strongest predicted textures near an off-axis portion of the lithosphere base in our fully coupled, power-law polycrystal model do exceed this $J = 11–20$ range, suggesting that more complete modelling of deformation mechanisms (including climb and recrystallization) in this region may be warranted.

Details of the rapidly changing stress field near the base of the axial lithosphere strongly impact the CPO that locks into the shallow lithosphere as it cools. Our modelling provides a very rough indication of this part of the system. The results are useful for gauging the extent of CPO influence on evolution as material completes its rise and begins to cool and eventually become part of the essentially rigid plate. However, the CPO predicted for the shallowest part of our models should be viewed as illustrative of the range in alignments and strengths that could occur, rather than quantitatively. Several simplifications were employed to meet the goals of this study. We set a single temperature (1000 °C) for when plastic deformation ceases, rather than adjusting slip system activity over a cooling range. We set a stepwise increase in overall viscosity (scaling by a factor of $10^3$) at this temperature as well. Initial runs excluded temperature ($T$) dependence of viscosity in an attempt to isolate the effects of CPO on viscosity but a stable solution was not obtained. The flow pattern and CPO cycled through 4–5 states over successive iterations and did not settle into stable distributions that could be reliably interpreted. Since the general $T$ dependence of mantle rheology is well known (Turcotte & Schubert 1982), even if details at temperatures in the 700–1200 °C range are still being assessed (Demouchy et al. 2009), we re-introduced a simple $T$ dependence in the models that gives the lithosphere rigidity (as done in Blackman et al. 2002). This resulted in stable, self-consistent results in 12–15 iterations. Model discretization can play a role in behaviour in the high gradient near-axis region. Local velocity gradients at each step along a streamline drive the plastic deformation, so numerical artefacts can impact the outcome or make convergence more difficult. Early tests of model resolution (Blackman 2013) showed that velocity gradients near the tight shallow flow corner and the base of the rigid lithosphere have numerical oscillations for element size greater than 0.5–0.75 km in the axial and lithosphere region (Supporting Information Fig. S4). While general CPO patterns are not highly sensitive to this noise, steps in the lithosphere base can introduce more consistent local differences in flow gradients that make the effective local strain rate jittery (Fig. 8 and Supporting Information Fig. S2). Moving to a more highly refined FEM mesh for future modelling will be important for quantitative evaluation of the predicted lithosphere anisotropy.

A larger model region will also be needed to quantify seismic differences between models, with off-axis shearing more fully developed so that the depth extent (thickening rate) of the significantly aligned region is more clear. To be computationally feasible, this will require the next step of implementation—storing element CPO at each iteration and backtracking only to a prior element position, rather than all the way to the model base. Our full streamline results will be useful for testing the details of this implementation (e.g. how far to backtrack, intra-element variability, along-streamline strain increment sensitivity).

5 CONCLUSIONS

Olivine polycrystals that deform via dislocation glide develop CPO that results in their viscosity being anisotropic. The associated directional dependence in strength impacts the pattern of upper-mantle flow near a plate boundary. For background asthenosphere viscosity of $\sim 10^{20}$ Pa s and a rigid lithosphere, the anisotropic viscosity modification of the corner flow pattern is not drastic, but the sense of the change could affect partial melting rates and distribution. Feedback is also predicted in the development of CPO, particularly near and below the base of the lithosphere. Notably stronger fabric is predicted below the flanks of a spreading centre for fully coupled, power-law polycrystals than was determined using prior intermediate coupling polycrystal approaches. Alignment in the lithosphere is stronger and rotates into the horizontal. CPO near the corner inflection point of the flow field is reduced. These are important local behaviours from a structural viewpoint. The associated SKS splitting is modestly different ($\sim 0.5$ s) between the intermediate and fully coupled cases for oceanic plates less than 20 Myr old. Surface waves, on the other hand, show a more notable difference between the cases, with the amount of Rayleigh wave azimuthal anisotropy being twice as large (up to 5 per cent) for fully coupled power-law flow/polycrystals compared to predictions for linear, intermediate coupled flow/polycrystals.
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**SUPPORTING INFORMATION**

Supplementary data are available at GJI online.

**Figure S1.** Comparison of model results. Top shows flowlines predicted for three different models: isotropic viscosity (black); fully coupled, linear polycrystal case (green, iteration 15); and the fully coupled, power-law polycrystal case (red, n = 2, iteration 5). Bottom shows strain rate for the fully coupled, linear polycrystal case (iteration 15), which can be compared to the other two models (Fig. 8).

**Figure S2.** Activity of the specified olivine slip systems as a polycrystal evolves along a flowline. Representative asthenosphere flow paths are shown throughout the fully coupled, power-law model, colour coded by path (upper left panel). The upper right panel shows the step number at which each flowline turns the corner, from subvertical flow to horizontal flow. The lower four panels show evolution of slip system activity along the flowlines. The fourth, false system is shown in the bottom panel, with vertical scale that is an order of magnitude smaller than used in the plots of the other, standard slip systems. Jagged portions of the cyan and green curves illustrate numerical sensitivity in regions of high velocity gradient.

**Figure S3.** Comparison of texture predicted for different assumptions of the relative ease of slip along a versus c axes of olivine (Table 1). The rightmost column shows a-axis pole figures for the fully coupled power-law polycrystal run reported in this paper (n = 2, iteration 5), for three streamlines that end at the right edge of the model at different depths near/below the base of the lithosphere. Immediately to the left, contoured pole concentrations for all three axes are shown for the same case. Results for a more typical 1:3 ratio of a:c critical resolved shear stress value are shown by the left four columns. Colour scale is constant, J index for each streamline and case is labelled.

**Figure S4.** Model discretization and effects on near-axis flow velocity, gradients of which control details of CPO that will be frozen into the lithosphere. Upper left panel shows subregions where different mesh size is specified. Lower left panels show the model for which results in this paper are reported—axial element size is 2.5 km and off-axis it is 5 km. Colour indicates total velocity, maximum is specified spreading rate (SR); yellow box shows zoom area. Flow gradients vary rapidly in the near-axis flow corner and near the base of the young lithosphere, and discretization introduces local artefacts. Lower right panels show model where along-streamline flow gradients are well behaved, thus CPO predictions for streamlines that transit the axial region would be more robust. Here, axial element size is 0.5 × 0.75 km (x × z), and off-axis size is 3 km. Width of the axial zone is decreased to 30 km in order to keep the total number of elements in the model reasonable.
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Supplementary material provides additional comparison of flow and strain-rate for different models, indication of how slip system activity varies along streamlines for one model, how specified slip system hardness impacts predictions, and how model discretization can affect local velocity gradients in the region near the spreading axis. Text and four figures illustrate these points.

The models for which results are reported in this paper have 2000 elements. Velocity (V) and/or traction (T) boundary conditions are specified for the flow calcluation for the (x, y, z) components respectively, with SR=spreading rate: top- VVV=(SR,0,0); axis- VTT = (0,0,0); base-TTT=(0,0,0); outflow side- TTV=(0,0,0); front & back- TVT=(0,0,0). Streamlines ending at each element midpoint are computed and the CPO that evolves along them is determined. At the endpoint, the effective viscosity for the polycrystal with final CPO is computed. The 6x6 tensor has 6 independent components for the 2-D flow field that we model. These are shown in Figure 3, with spreading direction (x) corresponding to ijk/ index value of 1, and vertical direction (z) corresponding to index value of 3. Normalization of plotted viscosity value is done
separately for each tensor component. At each position in the model, the calculated local viscosity tensor component value is divided by the value of that isotropic viscosity tensor component. Thus, Figure 3 shows non-dimensional values.

The activity of the specified slip systems varies as a textured polycrystal is subjected to a constantly evolving stress. Figure S2 illustrates this evolution for several representative flowlines in the asthenosphere for a power law polycrystal case (n=2, iteration 3). Table 1 lists the critical resolved shear stress (CRSS) threshold for each slip system within a crystal. Figure S3 illustrates the very modest effect that our simplified assumption for the ratio of a:c axis CRSS has on results. Textures calculated for the specified 1:10 ratio are very similar to those determined for a 1:3 ratio, which would be more typical for power-law olivine polycrystal.

Since CPO is 'frozen' into the lithosphere once T drops below 1000°C, lines of constant viscosity are predicted in the shallowest section. While the viscosity tensors we determine (Figure 3) are probably a robust indication of the range that would occur in the lithosphere where CPO controls rheologic anisotropy, the rapidly changing and somewhat oscillatory behavior are influenced by the discretization interval (2.5 km in the axial zone). Element size of 0.5-0.75 km would provide a more reliable prediction of CPO, viscosity, and seismic anisotropy structure within the lithosphere. This is illustrated in Figure S4, where smoothly varying velocity field was computed for the finer mesh while steps in velocity result for larger mesh. Analysis of velocity gradients along streamlines that transit the axial region indicates that numerical oscillation is nearly removed for the smaller node spacing.

Figure Captions.

Figure S1. Comparison of model results. Top shows flowlines predicted for 3 different models: isotropic viscosity (black), fully coupled, linear polycrystal case (green, iteration 15), and the
fully coupled, power-law polycrystal case (red, n=2, iteration 5). Bottom shows strain rate for
the fully coupled, linear polycrystal case (iteration 15), which can be compared to the other 2
models (Figure 8).

Figure S2. Activity of the specified olivine slip systems as a polycrystal evolves along a flowline.
Representative asthenosphere flow paths are shown throughout the fully coupled, power-law
model, color coded by path (upper left panel). The upper right panel shows the step number
at which each flowline turns the corner, from subvertical flow to horizontal flow. The lower 4
panels show evolution of slip system activity along the flowlines. The 4th, false system is
shown in the bottom panel, with vertical scale that is an order of magnitude smaller than used
in the plots of the other, standard slip systems. Jagged portions of the cyan and green curves
illustrate numerical sensitivity in regions of high velocity gradient.

Figure S3. Comparison of texture predicted for different assumptions of the relative ease of
slip along a versus c axes of olivine (Table 1). The right-most column shows a-axis pole figures
for the fully coupled power law polycrystal run reported in this paper (n=2, iteration 5), for 3
streamlines that end at the right edge of the model at different depths near/below the base of
the lithosphere. Immediately to the left, contoured pole concentrations for all 3 axes are
shown for the same case. Results for a more typical 1:3 ratio of a:c critical resolved shear stress
value are shown by the left 4 columns. Color scale is constant, J index for each streamline and
case is labeled.

Figure S4. Model discretization and effects on near-axis flow velocity, gradients of which
control details of CPO that will be frozen into the lithosphere. Upper left panel shows
subregions where different mesh size is specified. Lower left panels show the model for which
results in this paper are reported- axial element size is 2.5 km and off-axis it is 5 km. Color
indicates total velocity, maximum is specified spreading rate (SR); yellow box shows zoom area. Flow gradients vary rapidly in the near-axis flow corner and near the base of the young lithosphere and discretization introduces local artifacts. Lower right panels show model where along-streamline flow gradients are well behaved, thus CPO predictions for streamlines that transit the axial region would be more robust. Here, axial element size is 0.5 by 0.75 km (x by z), and off-axis size is 3 km. Width of the axial zone is decreased to 30 km in order to keep total number of elements in the model reasonable.
**Figure S1.** Comparison of model results. Top shows flowlines predicted for 3 different models: isotropic viscosity (black), fully coupled, linear polycrystal case (green, iteration 15), and the fully coupled, power-law polycrystal case (red, n=2, iteration 5). Bottom shows shear strain rate for the fully coupled, linear polycrystal case (iteration 15), which can be compared to the other 2 models (Figure 8).
Figure S2. Activity of the specified olivine slip systems as a polycrystal evolves along a flowline. Representative asthenosphere flow paths are shown throughout the fully coupled, power-law model, color coded by path (upper left panel). The upper right panel shows the step number at which each flowline turns the corner, from subvertical flow to horizontal flow. The lower 4 panels show evolution of slip system activity along the flowlines. The 4th, false system is shown in the bottom panel, with vertical scale that is an order of magnitude smaller than used in the plots of the other, standard slip systems. Jagged portions of the cyan and green curves illustrate numerical sensitivity in regions of high velocity gradient.
Figure S3. Comparison of texture predicted for different assumptions of the relative ease of slip along a versus c axes of olivine (Table 1). The right-most column shows a-axis pole figures for the fully coupled power law polycrystal run reported in this paper (n=2, iteration 5), for 3 streamlines that end at the right edge of the model at different depths near/below the base of the lithosphere. Immediately to the left, contoured pole concentrations for all 3 axes are shown for the same case. Results for a more typical 1:3 ratio of a:c critical resolved shear stress value are shown by the left 4 columns. Color scale is constant, J index for each streamline and case is labeled.
**Figure S4.** Model discretization and effects on near-axis flow velocity, gradients of which control details of CPO that will be frozen into the lithosphere. Upper left panel shows subregions where different mesh size is specified. Lower left panels show the model for which results in this paper are reported—axial node spacing is 2.5 km and off-axis spacing is 5 km. Color indicates total velocity, maximum is specified spreading rate (SR); yellow box shows zoom area. Flow gradients vary rapidly in the near-axis flow corner and near the base of the young lithosphere and discretization introduces local artifacts. Lower right panels show model where along-streamline flow gradients are well behaved, thus CPO predictions for streamlines that transit the axial region would be more robust. Here, axial node spacing is 0.5 by 0.75 km (x by z), and off-axis spacing is 3 km. Width of the axial zone is decreased to 30 km in order to keep total number of elements in the model reasonable.