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#### Abstract

When multi-phase machines with magnetic couplings between phases are supplied by triangle intersection PWM, there are parasitic currents. To solve the problem, it is necessary to use Space Vector Modulation. A SVM extended to systems with arbitrary number of phases is proposed. Optimization of time computation and consideration of switching constraints have been considered. Experimental results are given for a vectorial control of a 5-phase machine.


## 1 Introduction

When multi-phase machines are supplied by VSI controlled by classical triangle intersection PWM, large parasitic currents appeared [2], [8]. This phenomenon is observed even in the steady state with sinusoidal references. In fact, it can be shown that a multi-phase machine is equivalent with a set of fictitious one-phase or two-phase machines which are magnetically independent but mechanically and electrically coupled [1], [13]. The time constants of the different machines are usually quite at all different. The first-harmonic d-q equivalent machine, which produces the torque for the most part, has the greatest time constant. If the switching frequency is chosen with regard to this machine, large parasitic currents are induced in the other machines whose time constants are smaller. To achieve good control with reasonable switching frequency it is important to choose right instantaneous voltages which reduce the parasitic currents. It is not possible with classical triangle intersection PWM but can be handle with pure numerical method [14] or with a Space Vector Modulation extended to multi-phase systems. In particular cases, such SVM controls have already been implemented: [2] and [15] have chosen instantaneous vectors to control dual three-phase induction machines, [4] and [6] to control 5 -phase machines. Nevertheless, the proposed technics need to determine the location of the desired reference in a defined sector. This determination increases the computation time, which can become prohibitive to systems with many phases. Moreover switching constraints, as the reduction of the number of switchings in a PWM period, are not always taken into account [2], [4].

A new algorithm is proposed to calculate the duty cycles of each VSI leg with an optimization of time computation and consideration of switching constraints. This new algorithm is based on
a vectorial approach of inverters developed in $[3],[7],[5]$. This algorithm permits to calculate the duty cycles of each leg with no need of find the location of the reference vector. Moreover the number of switchings in a period of PWM is taken into account.

Even if it is impossible to supply each fictitious system independently, it is possible to impose the right average voltage to each one. In this paper the duty cycles of VSI legs are computed from the references of fictitious systems. To be able to illustrate this technic, we will apply it at a first to a three-phase system with geometrical representations. Then currents of a 5 -phase experimental machine are controlled with the proposed SVM.

## 2 Multi-phase system supplied by PWM VSI

### 2.1 Presentation of the two used topologies

Usually, to reduce the number of switches, multi-phase systems are star connected and it is impossible to generate zero-sequence current. So, there is loss of one freedom degree. To have more reliability and maximum freedom degrees, the $n$ phases of the system are not electrically coupled. The figures 1 and 2 shows the two topologies of supply.


Figure 1: No couplings topology, 2n legs.


Figure 2: Star Connection topology, n legs.

### 2.2 Vectorial modelling

In an orthonormal base $B_{n}$ composed of the vectors $\left\{\overrightarrow{x_{1}^{n}}, \overrightarrow{x_{2}^{n}}, \ldots, \overrightarrow{x_{n}^{n}}\right\}$ the voltage vector can be defined:

$$
\vec{v}=v_{1} \overrightarrow{x_{1}^{n}}+v_{2} \overrightarrow{x_{2}^{n}}+\ldots+v_{n} \overrightarrow{x_{n}^{n}}
$$

where $v_{k}$ is the voltage across the phase number $k$.
If the VSI is a two-level one, it can be generated $2^{n}$ different voltage vectors.
In a great majority of cases, there are magnetic couplings between the phases of a multi-phase system. The inductance matrix is then:

$$
\left[L_{s}^{n}\right]=\left(\begin{array}{cccc}
L_{11} & L_{12} & \ldots & L_{1 n} \\
L_{21} & L_{22} & \ldots & L_{2 n} \\
\vdots & \vdots & \ddots & \vdots \\
L_{n 1} & L_{n 2} & \ldots & L_{n n}
\end{array}\right)
$$

where $L_{k k}$ is the self-inductance of the phase $k$ and $L_{j k}$ is the mutual inductance between the phases $j$ and $k$.

The magnetic couplings between the phases make difficult the control development and it is better to model the machine in a base where there are no magnetic couplings.

The new matrix inductance $\left[L_{s}^{d}\right]$, in a base $B_{d}=\left\{\overrightarrow{x_{1}^{d}}, \overrightarrow{x_{2}^{d}}, \ldots, \overrightarrow{x_{n}^{d}}\right\}$ where there are no magnetic couplings, is :

$$
\left[L_{s}^{d}\right]=\left(\begin{array}{cccc}
\Lambda_{1} & 0 & \ldots & 0 \\
0 & \Lambda_{2} & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & \Lambda_{n}
\end{array}\right)
$$

The linear relations between, $\Lambda$ and $L, \overrightarrow{x^{d}}$ and $\overrightarrow{x^{n}}$, are obtained by using an extended Concordia transformation.

In the base $B_{d}$, we can define a set of fictitious magnetically independent systems associated to characteristic subspaces of $\left[L_{s}^{d}\right]$. This approach has been developed for a 5 -phase machine [1] supplied by VSI. The 5 -phase system can be considered as the association of 3 elementary fictitious machines (figure 3) supplied by 3 fictitious VSI. The Multi-machine Multi-converter System concept [16] can be extended to systems with an arbitrary number of phases.


Figure 3: Equivalence between a 5 -phase machine and 3 fictitious machines supplied by 3 fictitious VSI.

In figure 3, the 3 fictitious VSI generate 3 new voltage vectors $v_{0}, v_{d q 1}$ and $v_{d q 2}$. These vectors are obtained by vectorial projections of $[\mathrm{v} 1 \mathrm{v} 2 \mathrm{v} 3 \mathrm{v} 4 \mathrm{v} 5]$ onto the 3 subspaces associated to the vectors of the base $B^{d}$. If instantaneous mode control of voltages is considered, there is a coupling between the 3 VSI. In an average mode control, the 3 VSI are independent. It is this last mode that is considered in this paper.

To determine the duration of the $n$ switching state vectors The voltage reference are then reference of average voltages. Instead of generating the references relative to [v1 v2 v3 v4 v5], it is To find them, it is sufficient to apply the same transformation to the initial voltage vector [ v 1 v 2 v 3 v 4 v 5 ]. If an average control of voltages is used, the Instead of generating the reference relative to [ v 1 v 2 v 3 v 4 v 5 ], we prefer to generate the average voltage vector reference of each fictitious system. These voltage references are obtained by vectorial projections onto subspaces associated to the vectors of the base $B^{d}$.

### 2.3 Generation of an average voltage vector with consideration of switching constraints

To reduce the number of switchings in a period of PWM, the following switching constraints are imposed:

- A minimum number of switchings are used to generate any initial average voltage reference,
- Only one switching is possible at the same time.

A simple way to respect these two switching constraints is to make the same choice as a triangle intersection PWM:

- Only $n+1$ different voltage vectors are used to generate any initial average voltage reference (A sufficient condition to generate any voltage reference),
- Two voltage vectors consecutively generated by the VSI have only one different coordinate (there is then only one switching between two consecutive voltage vectors),
- Each sequence of generated vectors begins and finishes with the same vector. A simple manner to do that is to repeat the sequence in the reverse order after its generation (there is then no switching between two periods of PWM).

The generated patterns are the same as a triangle intersection PWM but each conduction time of the vectors is computed with an extended SVM. Compared to classical technics [11], [10], [9], [12], it is not necessary to find the sector where the desired vector is. At the beginning of each period of PWM, each duty cycle $\left(2 \alpha_{k}^{n} T\right)$ is computed and held during all the period. Figure 4 shows the implemented PWM pattern.


Figure 4: Implemented PWM pattern

## 3 Case of a three-phase system

### 3.1 Introduction

For example, let us choice a three-phase machine which 3 phases are coupled. The choice of this system allows to establish the link between the proposed SVM and the classical SVM used to control 3-phase star-coupled machines. In an orthonormal base $B_{n}$ composed of the vectors $\left\{\overrightarrow{x_{1}}, \overrightarrow{x_{2}}, \overrightarrow{x_{3}}\right\}$ the vectorial voltage equation of the machine is:

$$
\overrightarrow{v_{s}}=R_{s} \overrightarrow{i_{s}}+\left[\frac{d \overrightarrow{\phi_{s}}}{d t}\right]_{/ B^{n}}
$$

where $\overrightarrow{v_{s}}, \overrightarrow{i_{s}}$ and $\overrightarrow{\phi_{s}}$ are respectively the stator voltage, stator current and stator flux vectors.
Classically, the control of the machine is achieved in a Concordia frame. In other words, the control is carying out in the base $B^{d}=\left\{\overrightarrow{x_{z}}, \overrightarrow{x_{a}}, \overrightarrow{x_{b}}\right\}$, where there are no magnetic couplings, rather than in the natural base $B^{n}$.

We remind the Concordia's transformation $C_{33}^{-1}$ :

$$
\left(\begin{array}{c}
\overrightarrow{x_{z}} \\
\overrightarrow{x_{a}} \\
\overrightarrow{x_{b}}
\end{array}\right)=\left(\begin{array}{ccc}
\frac{1}{\sqrt{3}} & \frac{1}{\sqrt{3}} & \frac{1}{\sqrt{3}} \\
\sqrt{\frac{2}{3}} & -\frac{1}{\sqrt{6}} & -\frac{1}{\sqrt{6}} \\
0 & +\frac{1}{\sqrt{2}} & -\frac{1}{\sqrt{2}}
\end{array}\right)\left(\begin{array}{c}
\overrightarrow{x_{1}} \\
\overrightarrow{x_{2}} \\
\overrightarrow{x_{3}}
\end{array}\right)
$$

### 3.2 Modelling of the VSI

Due to the two-level control $\left(v_{k}= \pm V_{b u s}\right)$, the voltage vector $\vec{v}=v_{1} \overrightarrow{x_{1}}+v_{2} \overrightarrow{x_{2}}+v_{3} \overrightarrow{x_{3}}$ can take $2^{3}=8$ different values. Figure 5 shows the representation of the different values of $\vec{v}$ (blue crosses) in an orthonormal frame $\left\{O, \overrightarrow{x_{1}}, \overrightarrow{x_{2}}, \overrightarrow{x_{3}}\right\}$. Two values separated by only one switching are linked by a line. In this case, we obtain a cube.

To easily spot the different values of the vector $\vec{v}$, each value is associated to a number between 0 and 7 . This number is directly associated to the switching mode. When each decimal number is converted to a three-digit binary number, the 1's in this number indicates that the corresponding phase is supplied by $+V_{b u s}$ and the 0 's indicates that it is supplied by $-V_{b u s}$. The most significant bit (first bit on the left) represents the switching state of phase 1 and so on.


Figure 5: 3D representation of the voltage vector and its projections onto particular subspaces
In the base $B^{d}$, the stator inductance matrix only has two different eigen values. One associated to the vector $\overrightarrow{x_{z}}$, whose value is closed to leakage inductance value, and the other associated to the vectors $\overrightarrow{x_{a}}$ and $\overrightarrow{x_{b}}$, called cyclic inductance.

Then in the new base $B^{d}$ it can be defined two particular orthogonal subspaces : a line supported by the vector $\overrightarrow{x_{z}}$ and a plane supported by the vectors $\overrightarrow{x_{a}}$ and $\overrightarrow{x_{b}}$.

Figure 5 shows the line (in green) and the plane (in red) and the projections of the $2^{3}$ values of the voltage vector onto.

It is important to notice that usually, machines are star connected and then only the plane has to be considered. In usual SVM, this plane is considered as a complex plane and the VSI is characterized by the hexagon that can be seen on Figure 5.

### 3.3 Generation of an average voltage in a period of PWM

The generation of the initial average voltage reference is now become generations of two references $\overrightarrow{\left\langle v_{z_{r e f}}\right\rangle}$ and $\overrightarrow{\left.<v_{m_{r e f}}\right\rangle}$, projections of $\overrightarrow{<v_{r e f}>}$ respectively belonging to the line and the plane, such as :

$$
\overrightarrow{<v_{r e f}>}=\stackrel{<v_{z_{r e f}}>}{>}+\overline{<v_{m_{r e f}}>}
$$

There are many solutions to respect the switching constraints previously defined but a natural choice consists in using the family $(0,7)$ composed by four vectors as a triangle intersection PWM does. In this family there are $3!=6$ different combinations which respect the constraints (forming six identical tetrahedrons in the cube which are projected in six triangles onto the plane).

The classical technic needs to find the location of the vector into the 6 tetrahedrons (or the six triangles if there is a star coupling) and then to calculate the conduction time of the four vectors composing the chosen volume (or sector).

Due to the symmetry of the six tetrahedrons (or triangles), it is no more necessary to find this location. Indeed, due to the two levels command, voltage vectors are opposite by two $\left(\overrightarrow{v_{k}}=-\overrightarrow{v_{\left(2^{n-1}\right)-k}}\right)$ and a vector associated to a negative duty cycle is the same as its opposite associated to a positive duty cycle.

If we take for example the combination of the vectors (0137), the vector $\overrightarrow{\left\langle v_{r e f}\right\rangle}$ (wherever it is located into the cube) is given by the relation :

$$
\begin{equation*}
\overrightarrow{<v_{r e f}>}=\alpha_{0}^{d} \overrightarrow{v_{0}}+\alpha_{1}^{d} \overrightarrow{v_{1}}+\alpha_{3}^{d} \overrightarrow{v_{3}}+\alpha_{7}^{d} \overrightarrow{v_{7}} \tag{1}
\end{equation*}
$$

Where the $\alpha_{k}^{d} \in[-1,1]$ can be positive or negative.
The aim is to write the vector $\left\langle v_{\text {ref }}\right\rangle$ in a manner :

$$
\begin{equation*}
\overrightarrow{<v_{\text {ref }}>}=V_{\text {bus }}\left(\left(2 \alpha_{1}^{n}-1\right) \overrightarrow{x_{1}}+\left(2 \alpha_{2}^{n}-1\right) \overrightarrow{x_{2}}+\left(2 \alpha_{3}^{n}-1\right) \overrightarrow{x_{3}}\right) \tag{2}
\end{equation*}
$$

where $\alpha_{k}^{n} \in[0,1]$ are the duty cycles of the VSI legs.
If we give the vectors $\overrightarrow{v_{0}}, \overrightarrow{v_{1}}, \overrightarrow{v_{3}}$ and $\overrightarrow{v_{7}}$ as an expression of $V_{b u s}, \overrightarrow{x_{1}}, \overrightarrow{x_{2}}$ and $\overrightarrow{x_{3}}$ we obtain:

$$
\begin{array}{ll}
\overrightarrow{v_{0}}=-V_{\text {bus }} \overrightarrow{x_{1}}-V_{\text {bus }} \overrightarrow{x_{2}}-V_{\text {bus }} \overrightarrow{x_{3}} & \overrightarrow{v_{1}}=-V_{\text {bus }} \overrightarrow{x_{1}}-V_{\text {bus }} \overrightarrow{x_{2}}+V_{\text {bus }} \overrightarrow{x_{3}} \\
\overrightarrow{v_{3}}=-V_{\text {bus }} \overrightarrow{x_{1}}+V_{\text {bus }} \overrightarrow{x_{2}}+V_{\text {bus }} \overrightarrow{x_{3}} & \overrightarrow{v_{7}}=+V_{\text {bus }} \overrightarrow{x_{1}}+V_{\text {bus }} \overrightarrow{x_{2}}+V_{\text {bus }} \overrightarrow{x_{3}}
\end{array}
$$

These four equations placed in equation (1) gives:

$$
\begin{equation*}
\overrightarrow{\left\langle v_{\text {ref }}>\right.}=V_{\text {bus }}\left(\left(-\alpha_{0}^{d}-\alpha_{1}^{d}-\alpha_{3}^{d}+\alpha_{7}^{d}\right) \overrightarrow{x_{1}}+\left(-\alpha_{0}^{d}-\alpha_{1}^{d}+\alpha_{3}^{d}+\alpha_{7}^{d}\right) \overrightarrow{x_{2}}+\left(-\alpha_{0}^{d}+\alpha_{1}^{d}+\alpha_{3}^{d}+\alpha_{7}^{d}\right) \overrightarrow{x_{3}}\right) \tag{3}
\end{equation*}
$$

As the four vectors $\overrightarrow{v_{0}}, \overrightarrow{v_{1}}, \overrightarrow{v_{3}}$ and $\overrightarrow{v_{7}}$ are used in a period of PWM, we have the relation:

$$
\begin{equation*}
\alpha_{0}^{d}+\alpha_{1}^{d}+\alpha_{3}^{d}+\alpha_{7}^{d}=1 \tag{4}
\end{equation*}
$$

With the use of relation (4) in equation (3) we obtain :

$$
\begin{equation*}
\overrightarrow{<v_{\text {ref }}>}=V_{\text {bus }}\left(\left(2 \alpha_{7}^{d}-1\right) \overrightarrow{x_{1}}+\left(2\left(\alpha_{3}^{d}+\alpha_{7}^{d}\right)-1\right) \overrightarrow{x_{2}}+\left(2\left(\alpha_{1}^{d}+\alpha_{3}^{d}+\alpha_{7}^{d}\right)-1\right) \overrightarrow{x_{3}}\right) \tag{5}
\end{equation*}
$$

By identification of the equations (2) and (5) we can finally find:

$$
\begin{aligned}
& \alpha_{1}^{n}=\alpha_{7}^{d} \\
& \alpha_{2}^{n}=\alpha_{3}^{d}+\alpha_{7}^{d} \\
& \alpha_{3}^{n}=\alpha_{1}^{d}+\alpha_{3}^{d}+\alpha_{7}^{d}
\end{aligned}
$$

### 3.4 Computation of the $\alpha_{k}^{d}{ }^{\prime}$ 's

To calculate an $\alpha_{k}^{d}$ it is sufficient to achieve successive cross products between the vectors of the family. Indeed the cross product of a vector by itself is null: $\vec{g} \wedge \vec{g}=\overrightarrow{0}$. To use this technic of calculation, it is impossible to have two co-linear vectors. The easier solution to respect this constraint is to add a fourth dimension to each vector.

As an example, let calculate $\alpha_{7}^{d}$ :

$$
\begin{gathered}
\overrightarrow{<v_{r e f}>} \wedge \overrightarrow{v_{0}}=\left(\alpha_{0}^{d} \overrightarrow{v_{0}}+\alpha_{1}^{d} \overrightarrow{v_{1}}+\alpha_{3}^{d} \overrightarrow{v_{3}}+\alpha_{7}^{d} \overrightarrow{v_{7}}\right) \wedge \overrightarrow{v_{0}}=\alpha_{1}^{d} \overrightarrow{v_{1}} \wedge \overrightarrow{v_{0}}+\alpha_{3}^{d} \overrightarrow{v_{3}} \wedge \overrightarrow{v_{0}}+\alpha_{7}^{d} \overrightarrow{v_{7}} \wedge \overrightarrow{v_{0}} \\
\overrightarrow{<v_{r e f}>} \wedge \overrightarrow{v_{0}} \wedge \overrightarrow{v_{1}}=\alpha_{3}^{d} \overrightarrow{v_{3}} \wedge \overrightarrow{v_{0}} \wedge \overrightarrow{v_{1}}+\alpha_{7}^{d} \overrightarrow{v_{7}} \wedge \overrightarrow{v_{0}} \wedge \overrightarrow{v_{1}} \\
\overrightarrow{<v_{r e f}>} \wedge \overrightarrow{v_{0}} \wedge \overrightarrow{v_{1}} \wedge \overrightarrow{v_{3}}=\alpha_{7}^{d} \overrightarrow{v_{7}} \wedge \overrightarrow{v_{0}} \wedge \overrightarrow{v_{1}} \wedge \overrightarrow{v_{3}} \\
\alpha_{7}^{d}=\frac{\overrightarrow{\left\langle v_{r e f}>\right.} \wedge \overrightarrow{v_{0}} \wedge \overrightarrow{v_{1}} \wedge \overrightarrow{v_{3}}}{\overrightarrow{v_{7}} \wedge \overrightarrow{v_{0}} \wedge \overrightarrow{v_{1}} \wedge \overrightarrow{v_{3}}}
\end{gathered}
$$

After rearrangement it appears the mixed product:

$$
\alpha_{7}^{d}=\frac{\left(\overrightarrow{v_{0}}\left|\overrightarrow{v_{1}}\right| \overrightarrow{v_{3}} \mid \overrightarrow{<v_{r e f}>}\right)}{\left(\overrightarrow{v_{0}}\left|\overrightarrow{v_{1}}\right| \overrightarrow{v_{3}} \mid \overrightarrow{v_{7}}\right)}
$$

By the same way, it is possible to calculate the others $\alpha_{k}^{d}$, s:

$$
\alpha_{3}^{d}=\frac{\left(\overrightarrow{v_{0}}\left|\overrightarrow{v_{1}}\right| \overrightarrow{<v_{r e f}>} \mid \overrightarrow{v_{7}}\right)}{\left(\overrightarrow{v_{0}}\left|\overrightarrow{v_{1}}\right| \overrightarrow{v_{3}} \mid \overrightarrow{v_{7}}\right)} \quad \alpha_{1}^{d}=\frac{\left(\overrightarrow{v_{0}}\left|\overrightarrow{<v_{r e f}>}\right| \overrightarrow{v_{3}} \mid \overrightarrow{v_{7}}\right)}{\left(\overrightarrow{v_{0}}\left|\overrightarrow{v_{1}}\right| \overrightarrow{v_{3}} \mid \overrightarrow{v_{7}}\right)} \quad \alpha_{0}^{d}=\frac{\left(\overrightarrow{<v_{r e f}>}\left|\overrightarrow{v_{1}}\right| \overrightarrow{v_{3}} \mid \overrightarrow{v_{7}}\right)}{\left(\overrightarrow{v_{0}}\left|\overrightarrow{v_{1}}\right| \overrightarrow{v_{3}} \mid \overrightarrow{v_{7}}\right)}
$$

The calculation of a mixed product is the same as a determinant and requires only a few sums and products. The denominator is constant and can be calculated off-line. The numerator has only one variable, $\overrightarrow{\left\langle v_{r e f}\right\rangle}$, and can be reduced to few calculations.

## 4 Case of a 5-phase system

### 4.1 Introduction

To reduce the number of legs, we choose to star connect the phases of the machine. The base $B^{d}$ where there are no magnetic couplings is deduced with the extended Concordia's transformation below:

$$
\left(\begin{array}{c}
\overrightarrow{x_{z}} \\
\overrightarrow{x_{a}} \\
\overrightarrow{x_{b}} \\
\overrightarrow{x_{c}} \\
\overrightarrow{x_{d}}
\end{array}\right)=\left(\begin{array}{ccccc}
\frac{1}{\sqrt{5}} & \frac{1}{\sqrt{5}} & \frac{1}{\sqrt{5}} & \frac{1}{\sqrt{5}} & \frac{1}{\sqrt{5}} \\
\sqrt{\frac{2}{5}} & \sqrt{\frac{2}{5}} \cos \frac{2 \pi}{5} & \sqrt{\frac{2}{5}} \cos \frac{4 \pi}{5} & \sqrt{\frac{2}{5}} \cos \frac{6 \pi}{5} & \sqrt{\frac{2}{5}} \cos \frac{8 \pi}{5} \\
0 & \sqrt{\frac{2}{5}} \sin \frac{2 \pi}{5} & \sqrt{\frac{2}{5}} \sin \frac{4 \pi}{5} & \sqrt{\frac{2}{5}} \sin \frac{6 \pi}{5} & \sqrt{\frac{2}{5}} \sin \frac{8 \pi}{5} \\
\sqrt{\frac{2}{5}} & \sqrt{\frac{2}{5}} \cos \frac{4 \pi}{5} & \sqrt{\frac{2}{5}} \cos \frac{8 \pi}{5} & \sqrt{\frac{2}{5}} \cos \frac{12 \pi}{5} & \sqrt{\frac{2}{5}} \cos \frac{16 \pi}{5} \\
0 & \sqrt{\frac{2}{5}} \sin \frac{4 \pi}{5} & \sqrt{\frac{2}{5}} \sin \frac{8 \pi}{5} & \sqrt{\frac{2}{5}} \sin \frac{12 \pi}{5} & \sqrt{\frac{2}{5}} \sin \frac{16 \pi}{5}
\end{array}\right)\left(\begin{array}{l}
\overrightarrow{x_{1}} \\
\overrightarrow{x_{2}} \\
\overrightarrow{x_{3}} \\
\overrightarrow{x_{4}} \\
\overrightarrow{x_{5}}
\end{array}\right)
$$

Due to the 5 dimensions, it is no more possible to represent graphically the different values of the voltage vectors in the natural base. Three orthogonal subspaces can be defined:

- a line associated to the vector $\overrightarrow{x_{z}}$
- a plane called main associated to the vectors $\overrightarrow{x_{a}}$ and $\overrightarrow{x_{b}}$
- a plane called secondary associated to the vectors $\overrightarrow{x_{c}}$ and $\overrightarrow{x_{d}}$

The $2^{5}$ projections of the values of the voltage vector onto these subspaces are shown in figures 6 and 7 . The line is not considered due to the star connection.


Figure 6: Projections of the voltage vector on the main plane.


Figure 7: Projections of the voltage vector on the secondary plane.

The voltage vector reference is then:

$$
\overrightarrow{<v_{r e f}>}=\overrightarrow{<v_{z_{r e f}}>}+\overrightarrow{<v_{m_{r e f}}>}+\overrightarrow{<v_{s_{r e f}}>}
$$

where $\overrightarrow{<v_{z_{r e f}}>}=\overrightarrow{0}, \overrightarrow{<v_{m_{r e f}}>}$ belongs to the main plane and $\overrightarrow{<v_{s_{r e f}}>}$ belongs to the secondary plane.

### 4.2 Computation of the duty cycles

As for the 3 -phase system, a natural choice consists in using the family $(0,31)$ as a triangle intersection PWM does. In this family, there are $5!=120$ different combinations of six vectors which respect the constraints.

If we take for example the combination of the vectors ( 01371531 ) shown in red in the figures 6 and 7 , the vector $\overrightarrow{<v_{r e f}>}$ to be synthetized is given by the relation :

$$
\overrightarrow{<v_{r e f}>}=\alpha_{0}^{d} \overrightarrow{v_{0}}+\alpha_{1}^{d} \overrightarrow{v_{1}}+\alpha_{3}^{d} \overrightarrow{v_{3}}+\alpha_{7}^{d} \overrightarrow{v_{7}}+\alpha_{15}^{d} \overrightarrow{v_{15}}+\alpha_{31}^{d} \overrightarrow{v_{31}}
$$

By the same way as previously, we can find the relations :

$$
\begin{aligned}
& \alpha_{1}^{n}=\alpha_{31}^{d} \\
& \alpha_{2}^{n}=\alpha_{15}^{d}+\alpha_{31}^{d} \\
& \alpha_{3}^{n}=\alpha_{7}^{d}+\alpha_{15}^{d}+\alpha_{31}^{d} \\
& \alpha_{4}^{n}=\alpha_{3}^{d}+\alpha_{7}^{d}+\alpha_{15}^{d}+\alpha_{31}^{d} \\
& \alpha_{5}^{n}=\alpha_{1}^{d}+\alpha_{3}^{d}+\alpha_{7}^{d}+\alpha_{15}^{d}+\alpha_{31}^{d}
\end{aligned}
$$

### 4.3 Practical results

This algorithm of computation has been used in a vector current control of a 5 -phase synchronous machine. The switches are controlled with a DSPACE board programmed under MATLABSIMULINK. The experimental bench is shown in the figure 8 and the structure of the control system in the figure 9 . The figures ?? and ?? show the currents in the real and the fictitious machines with the following references:

$$
\begin{aligned}
& \overrightarrow{i_{m_{r e f}}}=I_{m}\left(\sin (2 \pi 10 t) \overrightarrow{x_{a}}+\sin \left(2 \pi 10 t+\frac{\pi}{2}\right) \overrightarrow{x_{b}}\right) \\
& \overrightarrow{i_{s_{r e f}}}=I_{s}\left(\sin (2 \pi 30 t) \overrightarrow{x_{c}}+\sin \left(2 \pi 30 t+\frac{3 \pi}{2}\right) \overrightarrow{x_{d}}\right)
\end{aligned}
$$



Figure 8: Experimental bench.


Figure 9: Structure of the proposed control.

We can observe more noisy currents in the secondary fictitious machine than in the main fictitious machine because of the difference between the two time constants.


Figure 10: currents of the 5 phases.


Figure 11: currents of fictitious machines.

## 5 Conclusion

In the paper a new method to compute the duty cycles of VSI's legs has been exposed. This method does not need to locate the vector in a particular sector and can be implemented with a system with no great capability of computation.

Particular patterns of PWM are used to take into account switching constraints. Other constraints could be chosen for example to generate less parasitic currents in the secondary machine or to work with only four legs.

This work is based on a vectorial modelling of multi-phase systems associated to the Multimachine Multi-converter System concept which permits the extension to an arbitrary number of phases and for three-level inverters.
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