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Abstract—In order to have a better convergence and accuracy 
for solving the ion-flow field problem, a novel and general 
numerical approach is proposed. In the past, the framework of the 
traditional mesh based method has a dilemma that the Kapzov 
boundary condition can be imposed properly, and it must have two 
loops: the “well-posed” problem is solved in the inner loop and the 
secant based method is applied to impose the Kapzov assumption 
in the outer loop. In contrast, the proposed method solves the ion 
flow field problem from the perspective of the inverse problem. 
The original boundary value problem is transformed into a 
regularized optimization problem based on the prior information 
about the smooth ion distribution on the conductors. The objective 
function is separated into two parts and minimized by the 
alternating direction iterative method. In contrast to the 
traditional methods, the proposed method has removed the 
redundant iterations and the contentious simplifications. 
Numerical experiments show that the performance of the 
proposed method is superior to the traditional method and the 
results obtained by the proposed method agree better with the 
physical law than the traditional method. the new method presents 
a general and rigorous way to analysis the ion-flow field problem.  

Index Terms—corona, space charge, HVDC transmission line, 
inverse problem. 

I. INTRODUCTION 
HE corona discharge and the related distribution of the ion 
flow field are important factors for the engineering 

applications, such as the HVDC transmission lines or the 
electrostatic precipitator. The ionization layer keeps emitting 
charged particles to the drift region under the force of electric 
field. The space charge drift along in the direction defined by 
the ion flow field. The electric field distribution is governed by 
the Poisson equation and the ion flow current distribution is 
governed by the continuity equation. These two equations are 
coupled to each other leading to a nonlinear problem. In the 
simplified transport model, the ionization layer is modeled 
under the Kapzov assumption [1], which yield to impose mixed 
boundary conditions. To solve the boundary value problem 
constituted by the nonlinear partial differential equations and 
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the mixed boundary conditions, researchers have proposed 
many methods, which can be roughly divided into two 
categories: flux tracing methods and the mesh based methods.  

The flux tracing method is firstly proposed in [2], which 
consists in decomposing the original problem into several 
ordinary differential equations under the Deutsch hypothesis. 
The flux tracing method has been improved in [4] by adding an 
extra iteration to reduce the effect of the Deutsch hypothesis. 
The application of the flux tracing method is limited since the 
diffusion of the space charge and the wind’s effect cannot be 
taken into consideration.  

The mesh based methods have been firstly proposed in [3]. 
Generally, these methods are iterative with two nested loops: 
the inner loop is applied to solve the “well-posed” boundary 
equations by fixed point method [5] or the Newton-Raphson 
method [6]; the outer loop is applied to impose the Kapzov 
assumption by the secant method [10-12]. It exists numerous 
mesh based methods, where different numerical schemes have 
been applied to discretize the continuity equation, such as the 
Method of Characteristics(MOC) [5], the upwind FEM [7], the 
streamline upwind Petrov-Galerkin (SUPG) method [8] and 
Petrov-Galerkin least square (PGLS) method [9]. The secant 
method applied to the outer loop, modifies the ion density on 
the electrode node by node. The underlying assumption of that 
method is that the electric field on the electrode surface is only 
affected by the ion density on the same node, which is also 
called the “injection law” [13-14] in the electrostatic 
precipitator models. In practice, these node by node 
modifications lead to unphysical results like the emission of too 
many ions at one point than its neighbors. To tackle this issue, 
several techniques have been applied in the outer loop such as 
the local averaging [10], the uniform distribution [7], the linear 
distribution [24]. These extra treatments make the results much 
more unpredictable [15]. 

Despite some spurious effects of the assumption made when 
solving the outer loop, the results obtained by the mesh based 
methods are in well agreement with the measured data on the 
ground level since the distribution at the ground plane is almost 
insensitive to the injection process [15,16]. From the 
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perspective of the engineering applications, the environment of 
the HVDC transmission lines become more and more 
complicated due to the construction of transmission lines and 
buildings in the close vicinity [17-19]. The spurious effect 
induced by the mesh based methods are less and less acceptable 
[24] because the “injection law” is not valid anymore [20]. 
Accurate methods to solve the spatial ion field distribution are 
then required.  

From the theoretical point of view, the traditional mesh based 
methods have separated the ion flow field into two parts: One 
is the ion density on the inflow boundary which is determined 
by the Kapzov assumption; and the other is the spatial field 
distribution which is determined by a well-posed problem. 
These two parts have been totally decomposed during the 
iterations, which results in the fragment of the nonlinear 
relation between the ion density on the conductor surface and 
the spatial field distribution [10]. As a result, the traditional 
mesh based methods have a poor convergence rate.  

In this paper, a novel and general approach is proposed to 
overcome the issue of the decomposition of the HVDC corona 
discharge Problem. The original problem is transformed into an 
optimization problem; and the alternating direction iterative 
method with a regularization technique is applied to minimize 
the objective function. The objective function is separated into 
two parts and minimized alternatively by the Newton method. 
Compared with the traditional mesh based methods, the 
proposed approach tries to solve the Poisson equation and the 
Continuity equation simultaneously instead of decomposing 
these two equations. The convergence property has been greatly 
improved as shown in different examples.  

II. BOUNDARY VALUE PROBLEM OF THE ION FLOW FIELD

A. Simplifications 
The following assumption are widely adopted while modeling 

the corona discharging phenomena [21]: 
1) the drift region fully occupies the space between the

conductors and ground plane. 
2) Ionic mobility is constant and diffusional effects are

assumed insignificant. 
3) the effect of the wind has been neglected.
4) the electric field intensity on the corona conductor surface

remains at the onset value. 
The last assumption is so called Kapzov assumption [22]. 

The onset value 𝐸𝐸onset is preset by Peek’s empirical formula: 

onset 0 (1 )E m KE δ
rδ

= + ， (1) 

where m is the surface irregularity factor, 𝐸𝐸0and K represent the 
empirical constants: 𝐸𝐸0 = 33.7kV/cm,𝐾𝐾 = 0.24cm1/2for the 
positive polarity and 𝐸𝐸0 = 31.0kV/cm,𝐾𝐾 = 0.308cm1/2 for 
the negative polarity, 𝛿𝛿 is the relative air density and r is the 
conductor radius. 

B. Governing equations 
For the sake of simplicity, the discussion in this paper has 

been limited to the unipolar situation. The Poisson-Continuity 
coupled system is as follows: 

0/
,

0
ϕ ρ



∆ −
⋅


=

=
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where the 𝜑𝜑(V) represents the electric potential , 𝜌𝜌(μC) is the 
space charge density, 𝜖𝜖0(8.85 × 10−12F/m) is the vacuum 
permittivity. 𝑱𝑱(μA/m2)is the ion flow current: 

ρ=J V  (3) 
where 𝑽𝑽(m/s) is the velocity of the ion. It is proportional to the 
electric field: 

µ=V E (4) 
where 𝜇𝜇(1.5 × 10−4m2/(V ⋅ s)) represents the ion mobility. 

C. Boundary conditions 
The general configuration of the unipolar wire-plate model is 

shown in fig. 1. The surface of the electrode is denoted 𝛤𝛤c, the 
ground 𝛤𝛤gand the remaining artificial rectangle boundary 𝛤𝛤a. 

The electric potential on the electrode surface is equal to the 
applied voltage and the potential on the artificial boundary is 
set as the Laplacian field. So the boundary conditions for the 
Poisson equation is as follows: 
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The boundary condition for the Continuity equation is as 
follows: 

onset( ) , cE E= ∈ Γx x (6) 
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Fig. 1.  Configuration of the unipolar wire-plate model. 

III. REGULARIZED OPTIMIZATION PROBLEM

In this section, the original boundary value problem is 
discretized leading to a nonlinear algebraic equation firstly. 
Then the algebraic equation is transformed to an optimization 
problem with a regularization term. 

A. Nonlinear Algebraic Equations 
First of all, the nonlinear partial differential equations (2) are 

transformed into a set of nonlinear algebraic equations by 
applying the Galerkin method [6]. The ion density and the 
electric potential are expressed as a linear combination of the 
quadratic basis functions {𝑁𝑁i(𝒙𝒙) }: 
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where 𝜑𝜑i and 𝜌𝜌𝑖𝑖  represent the nodal value of 𝜑𝜑  and 𝜌𝜌  at the 
node i. The weak form of the original partial differential 
equations is [6]: 
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where <⋅>  represents the integral over the domain. The 
Poisson equation is discretized by the Galerkin method and the 
corresponding residual on the node i is represented by 𝑅𝑅i

φ. The
Continuity equation is discretized by the streamline upwind 
method (SUPG) and the corresponding residual is represented 
by the 𝑅𝑅i

ρ.
 In order to impose the Dirichlet boundary conditions (5), we 
have added the following residual equations to the one related 
to the residual  𝑅𝑅i

φ introduced in (8):
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where the sets 𝐴𝐴c,𝐴𝐴g  and 𝐴𝐴a represent the nodes on the 𝛤𝛤c,𝛤𝛤g 
and 𝛤𝛤a respectively. In the same way, additional equations are 
added to account for the boundary condition (6) to the residual 
equations (8)  related to the terms 𝑅𝑅i

ρ :

onset =0,i i on h cR E E E i Aρ ϕ= − = −∇ − ∈ (10) 
where 𝛻𝛻h represents the numerical differential operator. 
  Discretized with the Galerkin method and the SUPG method, 
the original nonlinear partial differential equations (2) and the 
boundary condition (5) have been transformed to the following 
nonlinear algebraic equations: 
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where the unknown variable u and the residual vectors 
𝑹𝑹φ,𝑹𝑹𝜌𝜌 are defined as follows: 
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B. Optimization Problem 
The Dirichlet boundary conditions (5) and Neumann 

boundary condition (6) have to be imposed on the conductor 
boundary simultaneously, which results in ill conditioned 
nonlinear equations (11) [23]. To overcome this issue, we 
propose to consider the original problem as an inverse problem 
[26]. The onset electric field on the conductor surface is 
considered as the “measured data”. The ion density on the 
conductor surface is the model parameter, which should be 
reconstructed from the measured data. The residual vector R 
(11) and the unknown vector u (12) are divided into two parts: 

1 1 2

2 1 2
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,
(

, )
)

=
=




R u u
u 0

0
R u
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where 𝒖𝒖1 represents the ion density on the conductor surface 
and 𝒖𝒖2  represents the other spatial field. The corresponding 
residual equations of 𝒖𝒖1 is represented by 𝑹𝑹1 and 𝑹𝑹2 represents 
the residual equations related to 𝒖𝒖2. From the perspective of the 
inverse problem, the residual 𝑹𝑹1  represents the deviation 
between the target electric field intensity 𝐸𝐸onset and the actual 
electric field calculated from the field distribution 𝒖𝒖2, which is 
also called the data error. The residual 𝑹𝑹2 represents the error 
of the numerical Poisson-Continuity system, which is also 
called the model error. The original nonlinear algebraic 
equation (11) is transformed to the an optimization problem: 

21
2 2

1 22 1 2 2argmin || ( , ) || || ( , )+ ||=u R u u R u u (14) 
where || ⋅ ||2  represents the standard 2-norm and “argmin” is 
the abbreviation of “find the argument 𝒖𝒖1  and 𝒖𝒖2  that 
minimizes the following objective function”.    
 The optimization problem (14) cannot be solved directly 
since the ill-posed property of this problem still remains since 
the system of equations has been rearranged (from (11) to (13) ) 
but not modified. The ion density on the conductor surface is 
sensitive to the electric field that a small disturbance of the 
electric field will result in a local spurious ion density 
distribution with high ripples. In order to reduce the ion density 
distribution sensitivity, a regularization term has been added to 
the objective function and the initial problem (14) becomes: 

2 2
1 2 2 1 11 2 2 2argmin || ( , ) || ( ) || ( , ) ||d Tα= + +u W R u u u R u u  (15) 

where the normalized matrix is defined as 𝑾𝑾𝑑𝑑 =
diag(𝐸𝐸onset,𝐸𝐸onset,⋯𝐸𝐸onset). The coefficient 𝛼𝛼 represents the 
regularization factor and 𝑇𝑇(𝒖𝒖1)  is the generalized Tikhonov 
regularization term, which is defined as follows: 

2
1 1 2( ) | || |mT = uu W (16) 

where the corresponding smoothing matrix 𝑾𝑾𝑚𝑚 is defined as 
follows: 
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where ℎ  is the distance between the adjacent nodes on the 
conductor surface. The matrix 𝑾𝑾m  can be considered as the 
first order finite difference operator so the regularization term 
𝑻𝑻(𝒖𝒖1)  in (16) is applied in order to minimize the space 
variability of the ion density distribution on the conductor 
surface. 

IV. METHOD PRESENTATION

From the perspective of the inverse problem theory, the 
original problem is equivalent to reconstruct the ion density on 
the conductor surface from the electric field intensity on the 
conductor surface: 

1 1 1 2 1find  by minimizing  || ( , ) || ( )d Tα+u W R u u u  (18) 
The corresponding forward problem is defined as follows:  
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2 2 1 2find  by solving: ( , ) 0=u R u u  (19) 
In the definition (19), the ion density on the conductor surface, 
which is represented by 𝒖𝒖1, is already known and the unknown 
variable is the spatial field distribution, which is represented by 
𝒖𝒖2.  

The objective function (15) is composed of the inverse 
problem (18) and the forward problem (19). In the presented 
work, the alternating direction iterative method is applied to 
solve these two parts respectively [29]. The details of the 
algorithm are shown in the following subsections. 

A. Update of 𝒖𝒖1 
In this part, the unknown vector 𝒖𝒖1 is updated by minimizing 

the following residual in one step: 

1
2

1 1 2 2 1argmin || ( , ) || ( )d Tα= +W R u u uu  (20) 
The residual 𝑹𝑹1 with the regularization term is linearized as 

follows: 
( 1) 2 ( 1)

2 11

1 1
( ) 2 ( )

2 1 1 1 1 1

|| ( ) || ( )

|| ( ) || ( ) 2

k k
d

k k T T
d

T

T

α

α δ δ δ

+ ++

+ +

≈

+

W R u u

W R u u g u u G u
(21) 

where the vector 𝒈𝒈1 and the coefficient matrix 𝑮𝑮1 are: 
1 1 1 1, ,T T T T

d m m m mα α=+ += R W W u H H WW G Wg H (22) 
and the coefficient matrix 𝑯𝑯 is defined as follows: 

1 1 2

1 2 1
d
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+

∂ ∂ 
 

= 
 ∂

R RH uW
u u u

 (23) 

The unknown variables 𝒖𝒖2 can be considered as the function 
of the 𝒖𝒖1 and the first order derivative can be obtained from the 
implicit differentiation method: 

2

2 1

1

2 2

1

−
 ∂ ∂ ∂

= − ∂ ∂ ∂ 

u R R
u u u

(24) 

The increment δ𝒖𝒖1  to 𝒖𝒖1 is determined by cancelling the 
residual (21) leading to:  

1 ( 1) ( )
1 1 1 11 1

k kδ δ− += − = +u G g u u u  (25)  

B. Update of 𝒖𝒖2 
In this part, the unknown vector 𝒖𝒖2 is updated by minimizing 

the following residual in one step: 
2

22 1 2 2arg min || ( , ) ||= R u uu  (26) 
The residual term 𝑹𝑹2 is linearized as follows: 

( 1) ( 1) 2 ( 1) ( ) 2
1 2 2

2

2 1 2 2
T
2 2 2 2

2( ) || || ( ) |||| ,
2

,k k k k

Tδ δ δ
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+ +

R
g u u G

R u u u
u

u
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where the vector 𝒈𝒈2 and coefficient matrix 𝑮𝑮2 are defined as 
follows: 

( 1) ( )2 2 2
2 2 21 2

2 2 2
( ) ( ), ( ),k kT T+∂ ∂ ∂

= =
∂ ∂ ∂

g uR R RG
u

uR
u u

(28) 

The increment δ𝒖𝒖2 to 𝒖𝒖2 is found by minimizing (27): 
( 1) ( )1

2 2 2 22 2, k kδ δ+−= − = +u G g u u u  (29) 

C. Procedure 
The procedure to obtain the solution of (15) with a given 

regularization factor α contains the following steps: 
Step 1. k=0, give the initial value 𝒖𝒖k   and calculate the 
normalized residuals: 

2 2 2

( ) ( ) ( )
1 1 1 2 2 1 2
( ) ( ) ( )

1 2 2 2

|| ( , ) || || ( , ) ||
|| ( , ) || || ( ,

/
/ ) ||

k k k
d d

k k k

r
r



 =

= W R u u
u

0W R
R 0

0
R u 0

(30) 

Step 2. Calculate the coefficient matrix 𝑯𝑯i, 𝑮𝑮i and the vector 
𝒈𝒈i (𝑖𝑖 = 1,2) 
Step 3. Update 𝒖𝒖1 as follows: 

(k+1) (k)
11 1 δ= +u uu (31) 

Step 4. Update 𝒖𝒖2 as follows: 
(k+1) (k)

22 2 δ= +u uu (32) 

Step 5. Update the normalized residuals 𝑟𝑟1 
(k+1), 𝑟𝑟2

(k+1) in (30).
Step 6. If the normalized residuals have not converged, then 
k=k+1, move back to step 2, otherwise, breakout the iteration.  

D. Determination of the regularization factor 
The objective function (20) has two terms: the data error  𝑹𝑹1 

and the regularization term 𝑇𝑇(𝒖𝒖1). The regularization term is 
applied to smoothen the ion density distribution on the 
conductors. If the regularization factor is too small, the 
convergence will be unstable since we are close to the initial 
problem which is ill posed. If the regularization term’s weight 
is too large, the corresponding numerical results will be a 
constant and it cannot reflect the property of the original 
Poisson-Continuity coupled system. The definition of the 
regularization factor is problem dependent and it is difficult to 
find a general approach to find it. A recommended scheme is to 
determine the value of α  dynamically that is to say by 
modifying the regularization factor α  depending on the 
coefficient matrices: 

trace( )
t )race(

T

T
m m

α =
H H

W W
(33) 

The dynamic scheme determines the factor by the ratio of two 
matrices’ traces, which can be considered as the ratio of the sum 
of these matrices’ eigenvalues [27].  

In practical applications, the proper magnitude order of α is 
much more important than the exact value of α and the value 
generated by (33) can be a good guideline to find an order of α. 
For the sake of simplicity, the stationed scheme is applied in the 
studied cases since it is easier to show the effect of different 
regularization factors and the corresponding performance of the 
proposed method. 

E. Comparison between the proposed method and the 
traditional mesh based methods 

In the proposed method, the ion flow field problem is solved 
as an inverse problem. In contrast, the traditional method 
chooses to decompose the ill-posed problem into a series of 
well posed problems by setting the ion density distribution on 
the boundary 𝒖𝒖1  as an artificial value. In the inner loop, the 
non-boundary variables 𝒖𝒖2  is calculated by solving a well-
posed boundary value problem. In the outer loop, the boundary 
variables 𝒖𝒖1 is updated by imposing the Kapzov assumption. 

To make a link with proposed method describing in the 
previous sections, the basic framework of the traditional 
method is rewritten under the inverse problem theory: 
1. In the traditional method, the inner loop is applied to find the
spatial field distribution 𝒖𝒖2 by solving the following problem 
with the boundary variable 𝒖𝒖1 known: 
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2 1 2( , ) 0=R u u  (34) 
The equation (34) is equivalent to the optimization problem (26) 
2. In the traditional method, the outer loop is applied to update
the boundary variables 𝒖𝒖1  depending on the Kapzov 
assumption. The most popular relations are as follows [10]: 

( )
1, ( )

1, ( ) ( )
k
j k

j j onsetk
j onset

u E E
E E

u
δ = −

+
 (35) 

( 1) ( )
1, 1, ( )

1, ( ) ( 1) ( )
k k
j j k

j j onsetk k
j j

u
E

u
u E

E E
δ

−

−−

−
= −  (36) 

These two relations can be summarized into a general formula: 
1 ( )

1 1 1( )kδ −= −u G R u (37) 
where 𝑮𝑮�𝟏𝟏  is a diagonal matrix. The relation (37) can be 
considered as the special case of (25) where the regularization 
factor α  is zero and the matrix 𝑮𝑮1  has been reduced to a 
diagonal matrix 𝑮𝑮�1. In the first order relation (35), the diagonal 
entries of  𝑮𝑮�1are generated from the last step’s result and the 
second order relation (36) has applied the last two steps’ results 
to generate the matrix 𝑮𝑮�1.  

The traditional method is rewritten into two optimization 
problems: the spatial field 𝒖𝒖2  is updated by minimizing the 
model error 𝑹𝑹2 and the boundary ion density 𝒖𝒖1 is updated by 
minimizing the data error 𝑹𝑹1. As we can see, the traditional 
method is similar to the proposed method, but is has the 
following inconvenient: the inner loop applied to solve the 
optimization problem (26) is meaningless and time-consuming 
since the solution 𝒖𝒖2  changes as the boundary value 𝒖𝒖1 
changes; the modification in the outer loop has simplified the 
entries of the matrix 𝑮𝑮1 into a diagonal matrix, which results to 
unphysical results; the entries of matrix  𝑮𝑮�1 are generated from 
a finite difference method which leads to an approximation of 
the real derivatives ( quasi-Newton method) resulting in a slow 
convergence. In the proposed method, these drawbacks are 
solved separately: 
1. The alternation direction iterative method is applied to
minimize (20) and (26). The inner loop and the outer loop in the 
traditional method have been combined and the corresponding 
computational time is significantly reduced.  
2. The matrix 𝑮𝑮1 is generated from the analytical formula (23).
The effect of the diagonal simplification has been removed. 
Furthermore, the analytical coefficient matrix 𝑮𝑮1  results in a 
faster convergence than the traditional method. 
3. The regularization term imposes a smooth distribution
constraint based on the prior information. The solution space of 
the optimization problem has been significantly reduced, which 
facilitates the convergence. 

V. APPLICATION IN PRACTICAL MODEL 
In this section, the proposed method is applied to a single 

conductor model, a multi-conductor model and the DC 
experimental line model separately. The normalized residuals 
(30) during the iterations is displayed firstly. Then the ion 
density obtained by the proposed method is compared with the 
traditional mesh based method and the measured data or the 
analytical solution when available to evaluate the accuracy of 

the proposed method. All the computations are made on a 
laptop with an Intel® Core™ i7 at 2.8 GHz and 8 G memory 
under Matlab platform. The comparison in terms of the 
computational time is also presented to prove that the proposed 
method performances are better than the traditional method.  

A. Concentric wire-cylinder model 
The concentric wire-cylinder model has an analytical 

solution [2]. The diameter of the wire and the outer cylinder are 
3mm and 0.8m respectively. The applied voltage on the wire is 
90kV and the roughness factor m in (1) is 0.6.  This model is 
applied to investigate the influence of the regularization factor 
and also the accuracy of the results obtained by the proposed 
method by comparing with the analytical result. For the sake of 
simplicity, the factor α has a fixed value during the iteration and 
several specific values of α are tested. 

The effect of the regularization term is investigated firstly. 
The eigenvalues of matrix 𝑮𝑮1 for different regularization factor 
values𝛼𝛼 are compared in fig. 2. The eigenvalues are normalized 
by setting the minimum eigenvalue to 1. The conditional 
number of 𝑮𝑮1 without regularization term is about 109 and the 
eigenvalues decrease quickly, which indicates that the problem 
is ill-posed. In contrast, the conditional number of the matrix 
𝑮𝑮1 with the regularization term has been significantly reduced: 
the conditional number is equal to 102  with 𝛼𝛼 = 1  and the 
distribution of the eigenvalues is much uniform than before. 
From the numerical point of view, the regularization term has 
“filtered” the small eigenvalue of matrix 𝑮𝑮1and has stabilized 
the iterative process. In fact, the residuals displayed in Fig. 3 
shows that the proposed method without regularization term 
becomes unstable after 5 iterations. 

Fig. 2.  Normalized eigenvalue of the Jacobian matrix under different 
regularization coefficients.  

The normalized residuals during the iterations are compared 
in Fig. 3. As shown in Fig. 3(a), the normalized residual 𝑟𝑟1 has 
the same behavior with different regularization factors α =
10−2, 100, 102. A possible reason is that the prior information 
imposed by the regularization term is completely correct in this 
axisymmetric model that the analytical ion density on the 
conductor surface happens to be a constant. The weight of the 
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regularization term does not affect the residuals. The 
performance of the proposed method is superior to the 
traditional method as the normalized residual 𝑟𝑟1 of the proposed 
method decreases to 3 × 10−3 within 8  iterations. In contrast, 
the traditional method takes 14  iterations in the outer loop to 
reduce the residual 𝑟𝑟1 to the same level. The normalized 
residual 𝑟𝑟2 under different factors are shown in fig. 3(b). In the 
current model, the residuals have the same distributions and 
converges to 10−15 after 13  iterations. 

(a) 

(b) 
Fig. 3.  (a)normalized residual r1 during the iteration. (b) normalized residual 
r2 during the iteration. 
As analyzed in the last section, the calculation of the 

increments (31) and (32) are based on an analytical expression 
of the entries of the  matrix 𝑮𝑮1 , which leads to a faster 
convergence than the quasi-Newton method applied in the 
traditional method. Furthermore, an iteration in the proposed 
method involves less operations than in the traditional method 
since the inner loop has been simplified. As a result, the 
proposed method is able to reduce the computational time 
significantly: a single iteration in the proposed methods 
requires about 5.4s and the computational time of 8 iterations is 

about 43.2s. In contrast, a single iteration in the outer loop of 
the traditional mesh based method requires about 12.5s and 
corresponding computational time after 14 iterations is 175s, 
which is about 4 times more than the proposed method. 

The ion density distribution on the conductor surface 
obtained by two methods are compared with the one given by 
the analytical model in Fig. 4. In the proposed method, a large 
regularization factor results in a smooth ion density distribution: 
the distribution obtained with α = 102 is almost a 
constant ,which is very closer to the distribution given by the 
analytical model. In contrast, the node by node modification 
applied in the traditional method has neglected all the field 
generated by the neighboring space charges and this scheme 
results in the spurious distribution with too many unphysical 
ripples.  

Fig. 4.  Comparison of the ion density under different regularization coefficients.  

B. The bundle conductor model 
In this subsection, the proposed method is applied to a 

complex model with three conductors. The pole spacing is 
14.8cm, the surface irregularity factor in this model is still 0.6 
and the applied voltage on the conductors is +90kV. The results 
obtained by the traditional mesh based method and the proposed 
method are compared with the measured data [24, 25]. 

The dynamic scheme (33) is applied to find the proper 
regularization factor under this complex configuration. As 
shown in the Fig. 5, during the iterative process, the value of 
(33) converges to the fixed value 2.7 × 10−2 after 6 iterations, 
which  is the recommended regularization factor. In the 
following experiment, we have compared the performance of 
the recommended value and the other values such as α =
10−4, 100, 102 to verify the proposed scheme.  

In this example, the ion density distribution on the conductor 
surface is not a constant and the regularization term is not zero 
in this configuration. The deviation between the original 
optimization problems (14) and the regularized optimization 
problem (15) is proportional to the regularization factor and a 
large factor results in a large normalized residual 𝑟𝑟1. As 
compared in the fig. 6: the normalized residual 𝑟𝑟1 converges to 
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5 × 10−2 with α = 100 and it is reduced to 2 × 10−3 with the 
recommended factor. The residual of the traditional method 
decreases in a much slower way and the final residual is still 
2.5 × 10−2 after 20 iterations.  

Fig. 5.  The regularization factor α determined by the formula (33) during the 
iterations.

The normalized residual 𝑟𝑟2  under different factors are 
compared in Fig. 6(b). The normalized residual 𝑟𝑟2  with α =
102 has decreased to 10−14 after 12  iterations, and the residual 
with α ∈ (100, 10−4) converges to 10−10. The possible reason 
for this difference is that the large variation in the ion density 
distribution on the conductor surface results in the numerical 
oscillation and part of the spatial ion density is negative 
numerically. The authors set the negative density to zero during 
the iterations and this non-negative constraint may result in the 
large residual. Even though different regularization factors 
result in different r2, the absolute value of normalized residual 
r2  is much smaller than the normalized residual r1 , which 
means the value of the objective function (15) is dominated by 
the normalized residual r1 . Considering the residual r2 is less 
important in the iteration process, the suitability of the 
regularization factor is verified from the perspective of the 
residual r1 and the ion distribution on the conductor surface in 
the following experiment.  

The ion density distributions on the top conductor surface 
obtained by the proposed method with different regularization 
factors are compared in Fig. 7. As the regularization factor 
decreasing to 10−4, the ion density obtained from the proposed 
method has an oscillated distribution since the effect of the 
regularization term become weak. In contrast, the ion density 
obtained by the proposed method with α = 102  is almost a 
constant since the weight of the regularization term is too large 
that the optimization problem (15) is far from the original 
problem. The corresponding numerical result cannot reflect the 
practical non-uniform field distribution around the bundle 
conductors. The results with the recommended value has the 
best performance because the numerical result on the conductor 
surface satisfy the smooth constraint and the Kapzov 
assumption simultaneously. The ion density on the conductor 

surface has a smooth distribution and the density varies from 
0μC/m2  to 80μC/m2 . In contrast, the node by node 
modification in the traditional method results in the unphysical 
discontinuous distribution on the conductors and the ion density 
obtained from the traditional mesh based method varies from 
20μC/m2 to 70μC/m2. 

The spatial distribution of the ion density obtained from the 
proposed method and the traditional method is compared in fig. 
8(a) and fig. 8(b). Generally, the distribution looks like the 
“flower” with one “petal” corresponding to one conductor [24]. 
The results obtained by the proposed method has 
distinguishable boundaries of the “petals” and the distribution 
obtained by the traditional method is more uniform than the 
proposed method. To further verify the spatial distribution 
obtained by the proposed method, the angular corona current 
distributions on the cylindrical boundary are compared with the 
measured data in fig. 8(c). The corona current obtained by the 
proposed method has a much larger angular variation, which is 
closer to the measured data. In contrast, the uniform spatial 
distribution obtained by the traditional mesh based method 
cannot capture the peak value and the valley value exactly. 

In this example, the proposed method also is more efficient 
than the traditional method. A single iteration of the proposed 
method requires around 14s. The proposed method converges 
in 10 iterations and the corresponding computational time is 
about 140s. In contrast, a single iteration in the outer loop of the 
traditional mesh based method leads to a computational time is 
about 30s. The total computational time after 20 steps’ 
iterations is 600s, which is about 4 times more than the 
proposed method. 

C. DC experimental line model 
To further verify the validity of the proposed method in the 

practical HVDC transmission line model, the proposed method 
is applied to a reduced-scale DC experimental line with the 
neighboring building. The height of the conductors to the 
ground is 2.1m and the distances between two poles is 2.2m. 
The building model made of iron sheet is 4 m away from the 
middle of the two poles. The surface irregularity factor is 0.52 
and the applied voltage on the conductors is ±100kV. In the 
practical experiment, several field mills are placed to measure 
the electric field on the ground and on the top of the building. 
The details of the configuration can found in [28]. 

As shown in Fig. 9, the recommended  value of equation (33) 
converges to 1.1 × 104 .The electric field intensity on the 
ground and the top of the building are compared with the 
measured data in Fig. 10. The result obtained by the traditional 
method is larger than the actual value and the calculated electric 
field on the top of the building is approximately twice the 
measured value. In contrast, the result obtained by the proposed 
method with the recommended regularization factor shows a 
good agreement with the measured data, the validity of the 
proposed method is verified. 

VI. CONCLUSION

In this paper, the ion flow field problem is considered as an 
inverse problem. The Kapzov assumption is applied to 
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reconstruct the ion density distribution on the conductor surface. 
By transforming the original problem into a regularized 
optimization problem, the proposed method solves the ill-posed 
problem in a much straightforward manner. It has simplified the 
two loops into one and the corresponding computational time 
has been reduced by 4 times as show in the numerical 
experiments. Furthermore, the simplification or the 
assumptions applied in the traditional mesh based method has 
all been waived and the proposed method is able to capture 
more details of the spatial ion density distribution. 

The proposed method is a general way to treat the nonlinear 
coupled systems with the mixed boundary conditions, which 
can be extended to the other applications as well.  

(a) 

(b) 
Fig. 6.  (a)normalized residual r1 during the iterations. (b) normalized residual 
r2 during the iterations. 
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 (a)     (b) 

(c) 
Fig. 8.  (a) space charge distribution obtained by the proposed method with 
dynamic scheme. (b) space charge distribution obtained by the traditional 
mesh based method. (c)Measured and calculated corona current distribution 
around three split conductors.  

Fig. 9.  the regularization factor α determined by the formula (33) during the 
iterations.

Fig.10.  Measured and the calculated electric field on the ground and the top of 
the building. 
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