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Abstract

Ground-borne vibrations are disturbing to human beings. In order
to model and reduce these vibrations, the calculation of the harmonic
Green’s-functions of the soil is highly required since the most effective nu-
merical solution to predict ground-borne vibration is to couple the finite-
element and the boundary-element methods. In this work, we elaborate
a direct space-frequency formulation that is especially suitable of mate-
rial exhibiting visco-elastic behavior. Moreover, an original formulation
of the Proper Generalized Decomposition (PGD) reduction technique was
undertaken in the frequency-space domain. This new approach highly
shortens time computing costs. It is mainly valuable when a parametric
study is concerned. Moreover, the PGD resolution allows providing an
off-line solution, thus, the solution is calculated only once.
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1 Introduction

Railway traffic causes vibrations which are mainly due to the uneven nature
of railway tracks, misalignment of wheels of the trains or discontinuities of the
wheels and tracks [1]. For similar reasons, vibrations are also generated by
other terrestrial vehicles traffics. Earthquakes can also initiate vibrations. These
vibrations propagate through the soil to the foundations of neighboring buildings
and structures, causing disturbances, noise pollution and sometimes damage
[2, 3]. Moreover, they can also have unwelcome effects on the health of occupants
and they can disturb the work of vibration-sensitive equipment. To prevent
these undesirable effects, ground-borne vibrations have to be reduced or isolated
as much as possible.
The formulation of a suitable model is difficult because of the number of pa-
rameters involved in describing the underground environment. For modelling
of vibrations due to the underground train traffic, the tunnel structure and the
surrounding soil are assumed much stiffer than the track [4]. Due to this as-
sumption, the railway induced vibrations problem is approached in two steps.
Firstly, the wheel-rail-(track) interaction problem is separately solved to de-
rive the dynamic axle forces. These forces are considered as an input external
force for the second problem that deals with the track-(tunnel)-soil interaction
problem. These problems aim at predicting the vibration propagation in the
underground environment.
Various models are designed to predict railway traffic-induced vibration [5]. The
numerical solutions obtained earlier were time-consuming because of the slow
processing speeds of computers. Analytical approaches were preferred. How-
ever, with the help of increasing processing speeds of computers, the calculation
time can be reduced admirably. Now, numerical models are highly preferred
in the modelling of underground railway-induced vibrations, mainly by using
finite/infinite-element models [6] and coupled finite element–boundary element
(FE–BE) models [7, 8].
Even though two-dimensional numerical models offer computation times that
are much shorter than three-dimensional models [9], they are unable to account
for wave propagation along the track. In addition, they cannot accurately sim-
ulate the radiation damping of the soil [7]. On the other hand, 3-D numerical
models are highly expensive in terms of computation requirements. In addition
to theoretical approaches [10, 11, 12, 13, 14], numerical methods that exploit
the invariance in structure (track and tunnel) longitudinal axis direction (2.5D
finite/infinite element or FE–BE models) are attracting a particular attention
from the scientific community [15, 16, 17, 18, 19, 20]. These techniques are
effective when considering very long structures partially or totally embedded in
soil [9, 21]. They indeed take into account the soil-structure coupling which is of
great importance [22, 23]. The structure is modeled by techniques of structural
dynamics that can be deterministic or probabilistic [24]. The soil is regarded
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as a layered half-space, which is made of horizontal elastic homogenous layers
that rest on a homogenous elastic half-space. The Green’s-function [25] or the
fundamental solutions [26] can be used to describe the dynamic characteristics
of a layered half-space.
The fundamental solutions are based on the computation of integrals that re-
quire the introduction of a fictitious boundary, across which the radiation con-
ditions have to be satisfied [27]. The Green’s functions are approached in two
different ways: approximate and analytical solutions. An example of approxi-
mate methods is the thin-layer method [28]. The analytical methods give solu-
tions that are expressed in terms of integrals that have infinite or semi-infinite
integration paths [29, 30, 31, 32]. Franssens [33] used the propagator matrix
method to calculate the inverse Fourier integrands. Cairo et al. [34] and Kausel
[35] used the Stiffness Matrix Method. Zhang et al. [36] used wavenumber
integration method. Shaukath et al. [37] computed Green functions using an
axisymmetric finite element approach and a time-explicit integration.
In this work, we make a direct space-frequency formulation that is especially
suitable of material exhibiting visco-elastic behavior. The advantage of this
formulation is that it allows finding the real and complex part of the displace-
ment field and thus permitting to find the frequency response without making
any explicit or implicit time integration. Moreover, the Proper-Generalized-
Decomposition (PGD) reduction method [38, 39, 40, 41, 42] is used to drasti-
cally reduce the computation time. It is a very powerful technique to deal with
large-sized numerical models in a wide range of engineering fields [43, 44, 45].
However, the PGD method has rarely been used in the space-frequency domain.
In the papers [46] and [47] the dynamic problem is solved with technique which
combines the Variational Theory of Complex Rays (VTCR) with Proper Gen-
eralized Decomposition (PGD) and does not require the resolution of acoustic
problems at many frequencies. The PGD is used to find a representation of the
approximate solution which is separated between two variables, the wave prop-
agation direction and the frequency. However this works uses the pressure as a
primary variable and does not uses a tensoriel separation of the global operator
(which can come back a bit expensive in terms of allocated memory). A formu-
lation of the PGD method in frequency domain was also presented in [49], [50]
and [48]. The PGD method is then used to compute space-frequency
separated representations by considering the frequency as an extra
coordinate [49, 48]. Our work is distinguished by:
- The use of the viscoelastic constitutive behaviour to introduce naturally the
damping. - Consequently the kinematic field (displacement) is naturally for-
mulated with the complex components involving a system which is twice larger
than the usally solved in harmonic resolution.
- The operators of our PGD decomposition (with parametrization or using fre-
quency as an extra coordinate) are written in terms of tensor decomposition
alleviating the cost of the reformulation of the PGD for each case of decompo-
sition.

3



2 Problem statement

In this work, we aim at computing the Green functions of a layered soil, while
scaling down the computation time using a model reduction technique. These
functions are the displacement response of the layered soil caused by a concen-
trated force of unit magnitude (Figure 1(a)). The geometry of the problem is
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Figure 1: Layered soil: (a) unbounded geometry, and (b) bounded geometry

a general 3D. We denote by x = (x, y, z) the position vector. Without loss of
generality, the soil domain can be defined as

{
x ∈ R

3; z ≤ 0
}
. Consequently,

the soil domain is infinite in the x and y directions and semi-infinite in the
z direction. However, the unbounded domain is unsuitable for finite element
analysis. Thus, it is imperative to introduce virtual boundaries on the three
directions. In this work, the bounded soil is defined by (Figure 1(b)):

Ω =






x ∈ R

3; 0 ≤ r ≤ L, r =
√

(x2 + y2),−
n∑

j=1

hj ≤ z ≤ 0






, (1)

where L denotes the horizontal distance that separates the concentrated load
to the virtual vertical boundary, n is the considered number of layers, and hj is
the height of jth (1 ≤ j ≤ n) layer which is defined by:

Ωj =

{

x ∈ Ω;−

j
∑

k=1

hk ≤ z ≤ −

j−1
∑

k=1

hk

}

. (2)
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L defines a range of investigation. Indeed, the displacement induced by the
concentrated load drastically vanishes as the distance from the load increases.
The range of influence of the load is limited to some region around it. However,
the virtual boundaries can induce some numerical discrepancies as they create
some non-physical and purely numerical wave reflections. On one hand, L should
be increased to delay the effects of the boundary-induced wave reflections. On
the hand, L should be reduced to decrease the size of the numerical model and
the computation time. Using a reduction model technique is a main advantage
here as it permits to enlarge L and the size of the numerical model, thus, solving
the tradeoff between reducing computation time and reducing the effects of wave
reflections occurring at virtual boundaries.
The discussion presented above for L is also true for n and hn. Indeed, to make
the vertical dimension of the layered soil bound, it is necessary to limit the
number of layers to a bounded number n and/or to bound the height of the
deepest layer.
We are interested in calculating the displacement field u (x, t) = u (x, y, z, t),
over the domain Ω, due to a unit concentrated harmonic force. Without any loss
of generality, this load can be applied in x0 = (x0 = 0, y0 = 0, z0). This makes
that the horizonal dimension is centered around the load position. In Figure
1, the load is depicted along the vertical direction, but it can also take any of
the two horizontal directions. Considering symmetry, quarter of the bounded
geometry is modeled (Figure 2) in the case of a vertical force. However, in the
case of horizontal force, half of the bounded geometry is modeled (Figure 3).

The interface between the jth and (j + 1)
th

layers is defined as: Γz
j = {x ∈ Ω;

z = −
∑j

k=1 hk

}

. We also define the following surfaces:

• Γz
0 = {x ∈ Ω; z = 0} : the upper surface denoted by (5) in Figure 2,

• Γz
n = {x ∈ Ω; z = −

∑n
k=1 hk} : the bottom surface denoted by (4) in

Figure 2,

• Γx = {x ∈ Ω;x = 0} : the surface (3) on Figure 2,

• Γy = {x ∈ Ω; y = 0} : the surface (1) on Figure 2, and

• Γr =
{

x ∈ Ω; r = L, r =
√

(x2 + y2)
}

: the surface (2) on Figure 2.

In the case of a model involving half of the geometry, i.e., in the case of horizontal
forces, we are not dealing with surface (3).
The problem is governed by the set of the following equations

ρ (x)
∂2u

∂t2
−∇ · σ − f = 0, (3)

σ = λtr (ε)1+ 2µε, and (4)
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σ =
∇u+∇Tu

2
, (5)

defining the momentum equilibrium, the constitutive law and the small strain
definition, respectively. In the above equations ρ is the density, σ is the stress
tensor, ε is the strain tensor, λ, µ are the Lamé coefficients, f represents the
body forces and 1 is the identity tensor.
The boundary conditions are given by:

• A concentrated harmonic force along the vertical direction Fz(x0) =
F0exp(iωt)

• Symmetric conditions imposed to the displacement field on the boundaries
Γx and Γy

• Damping conditions on ∂Ωdamp = Γz
n

⋃
Γr that writes σ ·n = ηu̇ where n

is the outward unit normal vector to the surface. This is mainly introduced
to reduce wave reflections from the virtual boundaries Γz

n and Γr that are
introduced here to limit the unbounded geometry of the layered soil.

• Between the layers we assume continuity of the displacement field and of
the normal stress vector.

3 Problem formulation

The equation to be solved is:

ρ (x)
∂2u

∂t2
−∇ · σ − f = 0. (6)

In the absence of volume forces, the variational formulation on Ω writes

∫

Ω

(

ρ (x)V ∗
∂2u

∂t2
− V ∗ (∇ · σ)

)

dΩ = 0. (7)

An integration by part is undertaken. With this integration the domain bound-
ary is decomposed onto two parts: (i) the node on which the concentrated force
is applied and (ii) the boundary containing damping conditions. Then we obtain

∫

Ω

ρ (x)V ∗
∂2u

∂t2
dΩ+

∫

Ω

ε∗ : σdΩ−

∫

∂Ωdamp

V ∗· (σ · n) d (∂Ω)=V ∗

f F (t) , (8)

where n is the outward normal vector to the damping surface, V ∗

f corresponds
to the virtual degree of freedom of the node on which the concentrated force is
applied and ∂Ωdamp = Γz

n

⋃
Γr is the part of the boundary on which we can

write that

σ · n=η
∂u

∂t
. (9)
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Thus, the surface integral of Eq. (8) becomes

∫

∂Ωdamp

V ∗· (σ · n) d (∂Ω) =

∫

∂Ωdamp

ηV ∗·
∂u

∂t
d (∂Ω) . (10)

For the sake of clarity while constructing the operators, and without loss of
generality, we are going to illustrate the 2D case in the coming equations. The
3D extension will not be fundamentally different. The notations of the kinematic

field derivatives will be ∂u
∂t

= u̇ and ∂2
u

∂t2
= ü. Moreover, in vectoral notation

the stress and strain tensors are given by:

σ=





σxx

σyy

σxy



 (11)

and

ε=





εxx
εyy
2εxy



 . (12)

Eq. (8) is then rewritten as follows:

∫

Ω

ρ (x)V ∗üdΩ+

∫

Ω

ε∗T · σdΩ−

∫

∂Ωdamp

ηV ∗ · u̇d (∂Ω)=V ∗

f F (t). (13)

Now we are going to write the constitutive equation. Each soil layer is
assumed visco-elastic. Consequently, the stress-strain relation is written:

σ = λ (x, ω) tr (ε)1+ 2µ (x, ω) ε, (14)

where the Lamé constants λ (x, ω) and µ (x, ω) are depending on the vector
position x to account for the different layers of the soil; they are also depending
on the solicitation frequency to account for the visco-elastic behavior of each
layer. Using a fourth order tensor C(x, ω), the constitutive law of Eq. (14)
writes:





σxx

σyy

σxy



 = C(x, ω)





εxx
εyy
2εxy



 . (15)

C(x, ω) accounts for the visco-elastic behavior of each soil layer. As illustration,
this fourth order tensor is expressed in the case of plane strain as:

C(x, ω) =





λ(x, ω) + 2µ(x, ω) λ(x, ω) 0
λ(x, ω) λ(x, ω) + 2µ(x, ω) 0

0 0 µ(x, ω)



 . (16)

In order to establish the frequency–space discrete formulation, we need to sep-
arate the contribution of the two Lamé coefficients
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σxx

σyy

σxy



 = λ (x, ω)





1 1 0
1 1 0
0 0 0









εxx
εyy
2εxy



+µ (x, ω)





2 0 0
0 2 0
0 0 1









εxx
εyy
2εxy



 .

(17)
From the displacement field

u =

(
ux

uy

)

, (18)

we can then express the strain and the virtual strain corresponding to the pri-
mary field and the test field as

ε =





∂
∂x

0
0 ∂

∂y
∂
∂y

∂
∂x





(
ux

uy

)

, (19)

and

ε∗ =
(
u∗ v∗

)

(
∂
∂x

0 ∂
∂y

0 ∂
∂y

∂
∂x

)

, (20)

respectively. Let N (x) denotes the space interpolation from the discrete dis-
placement field. The components of the continuum displacement field are given
by

ux = NT (x) · ux, (21)

and
uy = NT (x) · uy, (22)

where ux and uy contains the nodal components of the kinematic field which
depend here on frequency as we have formulated the elastodynamic problem in
the frequency-space domain. Consequently, the strain writes:

ε =





∂
∂x

0
0 ∂

∂y
∂
∂y

∂
∂x



 .

(
NT (x) · ux

NT (x) · uy

)

=







∂NT (x)
∂x

0

0 ∂NT (x)
∂y

∂NT (x)
∂y

∂NT (x)
∂x







.

(
ux

uy

)

.

(23)
Moreover, the test field can be written as:

(
u∗ v∗

)
=
(

u∗T v∗T
)( N (x)

N (x)

)

. (24)

Thus, the virtual strain writes:

ε∗ =
(

u∗T v∗T
)

(
∂N(x)
∂x

0 ∂N(x)
∂y

0 ∂N(x)
∂y

∂N(x)
∂x

)

. (25)
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For the sake of clarity, the notation N (x) will simply be denoted N. Accord-
ingly, the visco-elastic deformation energy within the bounded soil domain is
evaluated as follows:

∫

Ω
ε∗T · σdΩ=

∫

Ω

(

u∗T v∗T
)

(
∂N
∂x

0 ∂N
∂y

0 ∂N
∂y

∂N
∂x

)

λ (x, ω)





1 1 0
1 1 0
0 0 0





+ µ (x, ω)





2 0 0
0 2 0
0 0 1














∂NT

∂x
0

0 ∂NT

∂y
∂NT

∂y
∂NT

∂x






(
ux

uy

)

dΩ.

(26)
After some simplifications:

∫

Ω
ε∗T · σdΩ=

(

u∗T v∗T
)

[

∫

Ω
λ (x, ω)

(
∂N
∂x

∂NT

∂x
∂N
∂x

∂NT

∂y
∂N
∂y

∂NT

∂x
∂N
∂y

∂NT

∂y

)

dΩ

+
∫

Ω
µ (x, ω)

(

2∂N
∂x

∂NT

∂x
+ ∂N

∂y
∂NT

∂y
∂N
∂y

∂NT

∂x
∂N
∂x

∂NT

∂y
2∂N

∂y
∂NT

∂y
+ ∂N

∂x
∂NT

∂x

)

dΩ

](
ux

uy

)

.

(27)
At this stage, it is very important to define the expressions of Lamé coefficients.
As we are going to study the case of harmonic excitation:

F (t) = F0exp (iωt) , (28)

the Lamé coefficients are defined using complex number representation in order
to take into account the visco-elastic properties of the soil. Namely,

λ (x, ω) =
∑

j

p
′

j (x) q
′

j (ω) + i
∑

j

p
′′

j (x) q
′′

j (ω) (29)

µ (x, ω) =
∑

j

r
′

j (x) s
′

j (ω) + i
∑

j

r
′′

j (x) s
′′

j (ω) (30)

j denotes the layer index. This type of definition allows: (i) to take into account
different visco-elastic behaviors for the different layers, and (ii) to separate the
space and frequency dependency, which is very important later for PGD formu-

lation. Typically if the behavior is homogeneous within each layer the function
p

′

j (x) will depend only on the z direction and will be defined as a rectangular

function that is equal to 1 on the layer that behavior is given by q
′

j (ω) and
vanish (value = 0) on the other layers. Namely,

p
′

j (x) =







1 if −
∑j

k=1 hk < z ≤ −
∑j−1

k=1 hk

0 otherwise

(31)
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This general definition also allows to take into account the multimodal behavior
of each layer. In that case, it is possible to write the function q

′

j (ω) as a sum
of different function depending on the frequency ω.
The same advantages hold for the other terms p

′′

j (x) q
′′

j (ω), r
′

j (x) s
′

j (ω), and

r
′′

j (x) s
′′

j (ω). Accordingly, it is possible to rewrite the terms of the last form of
Eq. (27) of the variational formulation as:

∫

Ω
λ (x, ω)

(
∂N
∂x

∂NT

∂x
∂N
∂x

∂NT

∂y
∂N
∂y

∂NT

∂x
∂N
∂y

∂NT

∂y

)

dΩ

=
∫

Ω

(
∑

j p
′

j (x) q
′

j (ω) + i
∑

j p
′′

j (x) q
′′

j (ω)
)
(

∂N
∂x

∂NT

∂x
∂N
∂x

∂NT

∂y
∂N
∂y

∂NT

∂x
∂N
∂y

∂NT

∂y

)

dΩ

(32)
This integral also writes:

∫

Ω
λ (x, ω)

(
∂N
∂x

∂NT

∂x
∂N
∂x

∂NT

∂y
∂N
∂y

∂NT

∂x
∂N
∂y

∂NT

∂y

)

dΩ

=

(

∑

j

∫

Ω
p

′

j (x)

(
∂N
∂x

∂NT

∂x
∂N
∂x

∂NT

∂y
∂N
∂y

∂NT

∂x
∂N
∂y

∂NT

∂y

)

dΩq
′

j (ω)

+i
∑

j

∫

Ω
p

′′

j (x)

(
∂N
∂x

∂NT

∂x
∂N
∂x

∂NT

∂y
∂N
∂y

∂NT

∂x
∂N
∂y

∂NT

∂y

)

dΩq
′′

j (ω)

)

(33)

After some simplifications

∫

Ω

λ (x, ω)

(
∂N
∂x

∂NT

∂x
∂N
∂x

∂NT

∂y
∂N
∂y

∂NT

∂x
∂N
∂y

∂NT

∂y

)

dΩ =
∑

j

P
′

jq
′

j (ω) + i
∑

j

P
′′

j q
′′

j (ω) (34)

where

P
(′)(′′)
j =

∫

Ω

p
(′)(′′)
j (x)

(
∂N
∂x

∂NT

∂x
∂N
∂x

∂NT

∂y
∂N
∂y

∂NT

∂x
∂N
∂y

∂NT

∂y

)

dΩ (35)

In the same way we can write

∫

Ω

µ

(

2∂N
∂x

∂NT

∂x
+ ∂N

∂y
∂NT

∂y
∂N
∂y

∂NT

∂x
∂N
∂x

∂NT

∂y
2∂N

∂y
∂NT

∂y
+ ∂N

∂x
∂NT

∂x

)

dΩ =
∑

j

R
′

js
′

j (ω)+i
∑

j

R
′′

j s
′′

j (ω)

(36)
where

R
(′)(′′)
j =

∫

Ω

r
(′)(′′)
j (x)

(

2∂N
∂x

∂NT

∂x
+ ∂N

∂y
∂NT

∂y
∂N
∂y

∂NT

∂x
∂N
∂x

∂NT

∂y
2∂N

∂y
∂NT

∂y
+ ∂N

∂x
∂NT

∂x

)

dΩ

(37)
Finally, we obtain one of the most difficult terms of our variational formulation
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∫

Ω
ε∗T .σ dΩ=

(

u∗T v∗T
)

(
∑

j P
′

jq
′

j (ω) + i
∑

j P
′′

j q
′′

j (ω) +
∑

j R
′

js
′

j (ω) + i
∑

j R
′′

j s
′′

j (ω)
)(

ux

uy

)

(38)
Now we can move to the other terms that will be easier to develop. The inertial
term is given by

∫

Ω

ρ (x)V ∗üdΩ=
(

u∗T v∗T
)
[∫

Ω

ρ(x)

(
NNT 0

0 NNT

)

dΩ

](
üx

üy

)

(39)
where M denotes the mass matrix and is defined as

M =

∫

Ω

ρ(x)

(
NNT 0

0 NNT

)

dΩ (40)

This matrix takes into account the variation of the densities through the layers
by an appropriate definition of ρ(x). Namely,

ρ (x) = ρj for −

j
∑

k=1

hk < z ≤ −

j−1
∑

k=1

hk (41)

As this material property does not depend on the frequency the resulting mass
matrix is given just by one term (contrarily to the previous stiffness matrix

P
(′)(′′)
j and R

(′)(′′)
j ).

Finally, we need to define a boundary interpolation functions vector L for the
damping boundary conditions. L allows to write:

∫

∂Ωdamp

ηV ∗·u̇ d (∂Ω) =
(

u∗T v∗T
)

[
∫

∂Ωdamp

η

(
LLT 0

0 LLT

)

d(∂Ωdamp)

](
u̇x

u̇y

)

(42)
Therefore, the damping matrix is given by

L =

∫

∂Ωdamp

η

(
LLT 0

0 LLT

)

d(∂Ωdamp). (43)

Remark: It is worth pointing out that, in what will follow, we are going to
use an extended matrix L, the size of which is equal to the total number of
degrees of freedom. Mainly, lines and columns with zero values will be added
to this matrix corresponding to the degrees of freedom that does not belong to

the boundary ∂Ωdamp. This allows that the definition of the vector

(
ux

uy

)

remains constant in the various terms of the variationnal form.
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Let now F 0 be the vector that contains 1 on the excited DoF and zero elsewhere.
This allows to write:

V ∗

f F (t) =
(

u∗T v∗T
)
F 0 exp(iωt) (44)

Finally, if we denote by U =

(
ux

uy

)

the total discrete degree-of-freedom

vector, then we reach the following system after the simplification of the test
fields from the variational formulation

Mü+




∑

j

P
′

jq
′

j (ω) + i
∑

j

P
′′

j q
′′

j (ω) +
∑

j

R
′

js
′

j (ω) + i
∑

j

R
′′

j s
′′

j (ω)



U−LU̇ = F 0 exp(iωt)

(45)
The displacement is supposed to follow the complex form

U =
(

U
′

+ iU′′

)

exp(iωt) (46)

That means that the displacement follows the excitation frequency but exhibits
a delay depending on the value of ω. Accordingly, the first and second time
derivatives of this field write:

U̇ =
(

−ωU
′′

+ iωU′

)

exp(iωt) (47)

Ü =
(

−ω2U
′

− i ω2U′′

)

exp(iωt) (48)

We can now inject these expressions in the discrete form and simplify by exp(iωt)
to obtain the following complex equation:

M
(

−ω2U
′

− iω2U′′

)

+
(
∑

j P
′

jq
′

j (ω) + i
∑

j P
′′

j q
′′

j (ω) +
∑

j R
′

js
′

j (ω) + i
∑

j R
′′

j s
′′

j (ω)
)(

U
′

+ iU′′

)

−

L
(

−ωU
′′

+ iωU′

)

= F 0

(49)
Finally, separating the real and imaginary parts of the above complex equation
and then gathering the obtained two equations into one matricial system, yields:
(

−ω2M+
∑

j P
′

jq
′

j (ω) +
∑

j R
′

js
′

j (ω) −
∑

j P
′′

j q
′′

j (ω)−
∑

j R
′′

j s
′′

j (ω) + ωL
∑

j P
′′

j q
′′

j (ω) +
∑

j R
′′

j s
′′

j (ω)− ωL −ω2M+
∑

j P
′

jq
′

j (ω) +
∑

j R
′

js
′

j (ω)

)(

U
′

U′′

)

=

(
F 0

0

)

(50)
For a given value of ω the obtained the system is linear. Solving this system

directly gives

(

U
′

U′′

)

. It is also possible to make the matrix of the above

system symmetric by multiplying the second line by (-1).
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Remark

In order to post-process the results we are going to extract from the solution
(

U
′

U′′

)

some significant values (this will be also the case for post processing

each mode of the PGD results of the following sections)

Let denotes by
(

U
′

x, U
′

y, U
′

z

)

(resp.
(

U
′′

x , U
′′

y , U
′′

z

)

) the three components

of U
′

(resp. of U′′). We can then define an amplitude gain along each axes by

Ax =

√

u′

x
2
+ u′′

x
2

(51)

Ay =
√

u′

y
2
+ u′′

y
2

(52)

Az =

√

u′

z
2
+ u′′

z
2

(53)

We also can define an angular phase according to

φx = atan(u
′′

x/ u
′

x) (54)

φy = atan(u
′′

y/ u
′

y) (55)

φz = atan(u
′′

z / u
′

z) (56)

Finally it is possible to make a regeneration of the time dependent solution
according to

U (t) = U
′

cos (ωt)−U
′′

sin (ωt) (57)

4 Model reduction using PGD decomposition

4.1 Without material parameters uncertainty

As stated before, the size of the finite-element problem is large. Sometimes, it is
important to bounded soil domain. It is also important to undertake a paramet-
ric study. However, the size of the finite-element problem is prohibitive for such
study. In order reduce the size of the numerical model and make computation
times reasonable, the numerical model will be here solved within the framework
of the PGD (Proper Generalized Decomposition) method. The PGD is a nu-
merical technique that allows circumventing the curse of dimensionality in the
resolution of a high dimensional problem [51, 52, 53, 54, 55, 56, 57]. Especially,
the case of parametric study could be found in [58, 59, 60]. Following Malick
et al. [49] and Germoso et al. [48] the elastodynamic problem is
formulated in the frequency-space domain. The PGD method is then
used to solve the elastodynamic problem considering the frequency
as an extra coordinate.

13



In our case we are going to apply such an idea for solving the problem assuming
that the value of ω is unknown. This is possible only because the frequency and
space variables are independent, which is a main advantage of the frequency-
space formulation. Indeed, it will be less evident to use the PGD method in
a time-space formulation as the time variable and space variable are linked in
wave propagation problems through characteristic equations.
In order to prepare a kind of general solution in which the displacement field
will depends on the position as well as on the value of ω we must write the
problem as:

AAAUUU = BBB, (58)

where

AAA =

nA∑

j=1

Aj
x ⊗Aj

ω ⊗Aj
c (59)

and

BBB =

nb∑

j=1

Bj
x ⊗Bj

ω ⊗Bj
c. (60)

Here Aj
x (resp. Bj

x) are operators (resp. vectors) of the three coordinate phys-
ical space x, Aj

ω (resp. Bj
ω) are operators (resp. vectors) of the frequential

space, Aj
c (resp. Bj

c) are operators (resp. vectors) of a 2 DoF complex space,
the first coordinate is the real axis and the second one is the imaginary one. ⊗
stands for the tensor product operator.
The solutions are searched in the following form

UUU =

nu∑

j=1

f j
x ⊗ f j

ω ⊗ f j
c, (61)

where f j
c = c

′j+ ic
′′j . In order to apply the tensor product resolution technique

to find UUU we have just to give the tensor form of operators AAA and BBB. The greedy
algorithm for building the solutionUUU is quickly and is explained in the appendix.
Using the following notations:

W2 = diag
(
−ω2

)
, (62)

W1 = diag (ω) , (63)

Q
(′)(′′)
j = diag

(

q
(′)(′′)
j (ω)

)

, (64)

and
S
(′)(′′)
j = diag

(

s
(′)(′′)
j (ω)

)

, (65)

where diag is the operator that build a diagonal matrice from all the discrete
values of the included function applied individually on each discrete value of ω,
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the system of Eq. (49) becomes defined by

AAA = M⊗ W2 ⊗

(
1 0
0 1

)

+
∑

j P
′

j⊗Q
′

j ⊗

(
1 0
0 1

)

+
∑

j R
′

j⊗S
′

j ⊗

(
1 0
0 1

)

+
∑

j P
′′

j⊗Q
′′

j ⊗

(
0 −1
1 0

)

+
∑

j R
′′

j⊗S
′′

j ⊗

(
0 −1
1 0

)

+ L⊗W1 ⊗

(
0 1
−1 0

)

(66)

which is already under the desired form of Eq. (59) and also by

BBB = F 0 ⊗






1
...
1




⊗

(
1
0

)

(67)

which is already under the desired form of Eq. (60).
The PGD solver provide the solution as detailed in the Appendix:

UUU = AAA\BBB =

nu∑

j=1

f j
x ⊗ f j

ω ⊗ f j
c. (68)

And by post processing we obtain:

UUU
′

=

nu∑

j=1

f j
x ⊗ f j

ω ⊗ c
′j , (69)

and

UUU
′′

=

nu∑

j=1

f j
x ⊗ f j

ω ⊗ c′′
j
. (70)

We also can rewrite again the solution as

UUU =

nu∑

j=1

Uj ⊗ f j
ω, (71)

where Uj are the modes obtained by

Uj = f j
x ⊗ c

′j + f j
x ⊗ c

′′ j
. (72)

4.2 With material parameters uncertainty

The soil parameters are not well defined. It is important to analyze the response
of the layered soil considering that the parameters may vary within a certain
range. The computational cost of this type of study is quite prohibitive un-
less model reduction techniques are used as the elastodynamic problem should
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be solved multiple times while varying the material parameter within the de-
sired range. Within the framework of the PGD decomposition, it is possible to
consider that each material parameter is a variable playing similar role in the
decomposition than the space variable x and the frequency ω.
For sake of clarity, we are going to formulate the parametric problem for a soil
with two layers. The procedure remains the same for a different parameteriza-
tion or higher number of layer. As for Section 4.1, the problem is written as
follows:

AAAUUU = BBB (73)

where

AAA =

nA∑

j=1

Aj
x ⊗Aj

c ⊗Aj
E1

⊗Aj
E2

(74)

BBB =

nb∑

j=1

Bj
x ⊗Bj

c ⊗B
j
E1

⊗B
j
E2

(75)

Aj
x (resp Bj

x) are operators (resp vectors) related to three coordinate phys-
ical space x, and Aj

c (resp Bj
c) are operators (resp vectors) related to the 2DoF

complex space, the first coordinate is the real axis and the second one is the
imaginary one. Also, Aj

E1
(resp B

j
E1

) are operators (resp vectors) related to

the parametric coordinate E1, and Aj
E1

(resp B
j
E1

) are operators (resp vectors)
related to the parametric coordinate E2

We will look to the solution as

UUU =

nu∑

j=1

f j
x ⊗ f j

c ⊗ f
j
E1

⊗ f
j
E2

(76)

f j
c = c

′j + ic
′′j (77)

In order to apply the tensor product resolution technique to find UUU we just have
to give the tensor form of operators AAA and BBB. The greedy algorithm for building
the solution UUU is explained in the appendix.
We use the following notations (where diag is the operator that build a diagonal
matrice from all the discrete values of E1,2)

E1 = diag(E1) (78)

E2 = diag(E2) (79)

Moreover, 1E1
the identity matrix of size equal to the number of discrete values

of E1 and 1E2
the identity matrix of size equal to the number of discrete values

of E2.
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The operator AAA writes:

AAA = M⊗

(
−1 0
0 1

)

⊗ 1E1
⊗ 1E1

+ L⊗

(
0 1
1 0

)

⊗ 1E1
⊗ 1E1

+
((

P
′

1q
′

1

)

+
(

R
′

1s
′

1

))

⊗

(
1 0
0 −1

)

⊗E1 ⊗ 1E2

+
((

P
′

2q
′

2

)

+
(

R
′

2s
′

2

))

⊗

(
1 0
0 −1

)

⊗ 1E1
⊗E2

+
((

P
′′

1 q
′′

1

)

+
(

R
′′

1 s
′′

1

))

⊗

(
0 −1
−1 0

)

⊗E1 ⊗ 1E2

+
((

P
′′

2 q
′′

2

)

+
(

R
′′

2 s
′′

2

))

⊗

(
0 −1
−1 0

)

⊗ 1E1
⊗E2

, (80)

which is already under the form of Eq. (59); whereas, the right-hand operator
BBB writes:

BBB = F 0 ⊗

(
1
0

)

⊗






1
...
1




⊗






1
...
1




 , (81)

which is already under the form of Eq. (60).
Our PGD solver provide the solution (see the appendix)

UUU = AAA\BBB =

nu∑

j=1

f j
x ⊗ f j

c ⊗ f
j
E1

⊗ f
j
E2

. (82)

We also can (if we want) rewrite again the solution as

UUU =

nu∑

j=1

Uj ⊗Ej (83)

Where Uj are the modes obtained by

Uj = f j
x ⊗ c

′j + f j
x ⊗ c′′

j
(84)

and Ej are the combinations of the two 1D parametric modes into the one 2D
parametric space

Ej = f
j
E1

⊗ f
j
E2

(85)

5 Results and discussion

We consider in this result section a two-layer soil domain represented in Figure 3.
The unit system used for forces, lengths, densities, and stresses is the SI system.
The first and second layer are 5-m and 20-m thick, respectively. The radius of
the bounded is considered L = 50 m. The two layers are assumed to have the
same density ρ1,2 = 1980 kg/m3 and the same Poisson’s ratio ν1,2 = 0.4903.
The Young’s modulus of the first and second layer are 446 MPa and 250 MPa,
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respectively. The damping ratio for the first and second layer are 0.042 and
0.039, respectively. To prevent wave reflections at the virtual boundaries, a
dynamic viscosity of η = 108 is considered. The harmonic force is defined by
F (t) = F0exp (iωt) where F0 = 1N. The investigated frequency range is
ω = 2.π.50 Hz.
Thus, we can define the functions q

′

1,2, q
′′

1,2, s
′

1,2, s
′′

1,2 using:

λ1,2 =
E1,2ν1,2

(1− 2ν1,2) (1 + ν1,2)
, µ1,2 =

E1,2

2 (1 + ν1,2)
(86)

And we consider constant values of the frequential functions

q
′

j (ω) = λj (87)

q
′′

j (ω) = 0.042 λj (88)

s
′

j (ω) = µj (89)

s
′′

j (ω) = 0.039 µj (90)

Even if for the sake of simplicity these functions are taken constant in this
application nothing prevents to make them frequency dependent. The reader
can for example looks for such function as the real and complex modulus of the
Maxwell visco-elastic model given by

q
′

j (ω) = G
′ ω2θ

2
j

1 + ω2θ2j
(91)

q
′′

j (ω) = G′′
ωθj

1 + ω2θ2j
(92)

Similar expression could be used for s
′

j (ω) and s
′′

j (ω). But this requires an

experimental identification of the model parameters G
′

, G′′ and the relaxation
time θj .

5.1 Example of non parametric results emphasizing the
interest of the frequential formulation of Eq. (50)

The harmonic force is defined on various depths and could be vertical (along
z direction) or horizontal (along x direction). The only symmetry plane of the
problem is the plane defined by y = 0. Eight cases are investigated and are
detailed in Table 1.
Figure 3, shows the position of some points on which we have plot the time
dependent displacement.
Figures 4 and 5 depict the horizontal and vertical displacements, respectively,
in the selected points. The displacement is important in the closest point to the
applied force and in the same direction as it. The displacement almost vanishes
elsewhere. Hence, Figures 4(a), 4(c), 4(e) and 4(g) corresponding to the cases 1,
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Case x coordi-
nate of the
force

y coordi-
nate of the
force

z coordi-
nate of the
force

Direction
of the
force

1 0 0 0 x
2 0 0 0 z
3 0 0 -2.5 x
4 0 0 -2.5 z
5 0 0 -5 x
6 0 0 -5 z
7 0 0 -10 x
8 0 0 -10 z

Table 1: The eight studied cases

3, 5 and 7, respectively, show the dominance of the horizontal displacements of
points 1, 7, 8 and 9, which are the closest to the respective points where the force
is applied. Likewise, Figures 5(b), 5(d), 5(f) and 5(h) corresponding to the cases
2, 4, 6 and 8, respectively, show the dominance of the vertical displacements
of points 1, 7, 8 and 9, which are the closest to the respective points where
the force is applied. However, Figures 4(b), 4(d), 4(f) and 4(h) corresponding
to the cases 2, 4, 6 and 8, respectively, show that the vertical displacements
vanish as the corresponding forces are applied in the perpendicular horizontal
direction. However, Figures 5(a), 4(c), 4(e) and 4(g) corresponding to the cases
1, 3, 5 and 7, respectively, show that the horizontal displacements vanish as the
corresponding forces are applied in the perpendicular vertical direction.
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Figure 2: Geometry of the studied problem
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Figure 3: Position of points where the displacement response will be observed
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Figure 4: Horizontal displacement: (a) Case 1, (b) Case 2, (c) Case 3, (d) Case
4, (e) Case 5, (f) Case 6, (g) Case 7, and (h) Case 8
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Figure 5: Vertical displacement: (a) Case 1, (b) Case 2, (c) Case 3, (d) Case 4,
(e) Case 5, (f) Case 6, (g) Case 7, and (h) Case 8
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5.2 Illustration of the PGD resolution with material pa-
rameters uncertainty

An example of result of the tensor form established in equations 24-25 is given
in Figures 6-9. The harmonic force is defined by an horizontal force F (t) =
F0exp (iωt) with ω = 2.π.50. We consider that for each layer we have different
possible values for young modulus

E1 ∈ [350 · 10
6
, 450 · 106], E2 = [200 · 10

6
, 300 · 106] (93)

The figure 6 represents the decrease of the weight of the modes. This information
is very useful for the comparison of the PGD solution to the full grid solution
of the same resolution (using the full tensor product of the FE operators by
the material operators). In fact the decrease of the relative value of weight of
the ‘nth’ enrichment related to the first one implicitly represents the relative
decrease of the error of the PGD in relation to the full grid solution. This is
the indicator used to estimate the convergence of the PGD solution during the
successive enrichments.
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Figure 6: Decrease of the modes weight during the PGD enrichment.
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Figure 7: Mode number 1 - Space mode represented in terms of gains and
parametric mode in the space (E1, E2)
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Figure 8: Mode number 2 - Space mode represented in terms of gains and
parametric mode in the space (E1, E2)
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Figure 9: Mode number 3 - Space mode represented in terms of gains and
parametric mode in the space (E1, E2)

The functions Uj and their associated Ej are represented in terms of gain for
the first three modes in figures 7-9. The interest of such a representation is
mainly to obtain an offline solution. When the user gives the value of E1 and
E2 then the results comes defined by a linear combination of modes according
to

U =

nu∑

j=1

αjUj , αj = Ej(E1, E2) (94)

To emphasize on the time saving obtained by using the PGD method in this
case we consider the example where the material parameters are considered as
parametric dimensions. Let’s take the case where we are interested on prob-
lem involving nE1

points in the parametric axis of E1 and nE2
points in the

parametric axis of E2. In classical resolution to cover all this space we need
nE1

. nE2
resolutions of the linear system (Eq. (50)) that involves 6N degrees

of freedom where N is the number of nodes. When the PGD is used we have a
set of linear system to solve at each iteration of the fixed-point strategy defined
by the equation A.16 related to each dimension. The operator of this equation
is defined in A.13 and has a size equal to

1. 3N : for the first dimension (which is the spatial dimension)

2. 2 for the second dimension
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3. nE1
for the third dimension

4. nE2
for the fourth dimension

In that case the system that will determine the CPU time will be the one related
to the spatial dimension. All the other resolutions can be neglected in relation
to this one. In general, the fixed point converges in about 5 iterations and
the enrichment strategy reaches the global convergence criteria (A.17) within
about 10 enrichments. Thus the global cost of the PGD can be estimated to
50 resolutions of 3N dof linear system. This cost is generally much lower than
nE1

. nE2
resolutions of 6N dof linear system. But this is not the only advantage

of the PGD decomposition. In that case, the PGD resolution allows providing
an off-line solution, i.e. a solution that is calculated only once. When the user
precise the parameters values the particularization of the solution can be done
in real time. This benefit opens up a lot of prospects for touch app development
on smartphones for example.

5.3 Illustration of the PGD resolution where the frequency
is considered as parameter

With the same parameters previously used we work now with PGD decomposi-
tion where material parameters are fixed but where frequency is considered as
a parameter (see Eq. 21-22). An example of result is given in figure 10 and 11.
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Figure 10: PGD representation of the frequency parametric solution. From top
to down: the U j functions associated to the fifth first modes (j = 1..5). For
each mode we show the three gains along X, Y and Z (on each column)
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Figure 11: PGD representation of the frequency parametric solution. On the
left we the frequency modes associated to those of figure 10.a. On the right we
plot the weight of each mode.

The functions Uj are represented in terms of gain for the first four modes in
figure 10. In figure 11 we represent f j=1..6

ω . The interest of such a representation
is mainly to obtain an offline solution. When the user precise the particular
value of ω = ωp then the results comes defined by a linear combination of modes
according to

U =

nu∑

j=1

αjUj , αj = f j
ω(ωp) (95)

As for the previous case the right plot in figure 11 represents the decrease of the
weight of the modes, useful information for estimating the convergence of the
PGD successive enrichments.
Remark: The different PGD functions Uj (which are sometimes called modes)
do not actually represent the modes relating to a given frequency. But the
solution sought for each frequency is a linear combination of these different
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functions using the factors f j
ω(ωp).

6 Conclusion

In this work, we propose a general 3D framework able to give the harmonic
response of exited visco-elastic soil within a space-frequency formulation. This
formulation allows getting the harmonic solution without any explicit or im-
plicit time integration scheme. 3D results show that we are able to characterize
the response for a given frequency in terms of gain, angular phase and recon-
stituted time dependent displacement field. Displacement of points of interest
in our structure (such are points on which constraints on displacement may be
imposed) can be accurately represented during time in order to quantify their
associated amplitude. The PGD method was also successfully formulated and
validated in the frequency-space domain. It can be used for the parametric
study where the frequency is a priori unknown. Finally, this new approach
allows for a parametric study with a reasonable time computation cost.
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position of time-multiscale models. Int. J. Num. Meth. Eng., 90/5 : 569–596,
2012.

[52] F. Chinesta, A. Ammar, A. Leygue, R. Keunings. An overview of the
proper generalized decomposition with applications in computational rhe-
ology, Journal of Non-Newtonian Fluid Mechanics, 166/11 : 578–592, 2011.

[53] F. Chinesta, A. Ammar, E. Cueto. Recent Advances in the Use of the
Proper Generalized Decomposition for Solving Multidimensional Models.
Archives of Computational Methods in Engineering, 17/4 : 327-350, 2010.

[54] A. Ammar, F. Chinesta, A. Falco. On the Convergence of a Greedy Rank-
One Update Algorithm for a Class of Linear Systems. Archives of Compu-
tational Methods in Engineering. 17/4 : 473-486, 2010.

[55] A. Ammar, F. Chinesta, P. Diez, A. Huerta. An Error Estimator for Sep-
arated Representations of Highly Multidimensional Models. Compt. Meth.
Appl. Mech. Eng., 199 : 1872-1880, 2010.

38



[56] F. Chinesta, A. Ammar, E. Cueto. Proper Generalized Decomposition of
Multiscale Models. Int. J. Num. Meth. Eng., 83 : 1114-1132, 2010.

[57] A. Ammar. The Proper Generalized Decomposition: A Powerful Tool for
Model Reduction. International Journal of Material Forming, 3 : 89-102,
2010.

[58] M. S. Aghighi, A. Ammar, C. Metivier, F. Chinesta. Parametric solution
of the Rayleigh-Benard convection model by using the PGD Application to
nanofluids. International journal of numerical methods for heat & fluid flow,
25(6), 1252–1281, 2015.

[59] A. Ammar, M. Normandin, F. Chinesta. Solving parametric complex fluids
models in rheometric flows. Journal of Non-Newtonian Fluid Mechanics. 165
: 1588-1601, 2010.

[60] A. Ammar, A. Huerta, F. Chinesta, E. Cueto, A. Leygue. Parametric so-
lutions involving geometry: A step towards efficient shape optimization.
Compt. Meth. Appl. Mech. Eng., 268 : 178-193, 2014.

A General framework of tensor product resolu-
tion

Let Ω be a multidimensional domain involving N coordinates (x1, x2, . . . , xN )
(where each coordinate xj is not necessarily one dimensional). Let consider a
weak form of a linear problem given by :

a (Ψ (x1, x2, . . . , xN ) ,Ψ∗ (x1, x2, . . . , xN )) = b (Ψ∗ (x1, x2, . . . , xN )) , (96)

where we are looking to an approximated solution that writes in the continuous
form as:

Ψ (x1, x2, . . . , xN ) =

nF∑

j=1

αjF j
1 (x1)F

j
2 (x2) . . . F j

N (xN ) . (97)

The separated representation is built-up from a projection-enrichment iteration
scheme. To this goal, we need to write the continuous expression in a discrete
form using the nodal values of each function. This discrete form is given by:

Ψ =

nF∑

j=1

αjF j
1 ⊗ F j

2 ⊗ . . . ⊗F j
N . (98)

Moreover, it is important to transform the weak form into a discrete form written
as:
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Ψ∗TA Ψ = Ψ∗TB, (99)

where

A =

nF∑

j=1

Aj
1 ⊗Aj

2 ⊗ . . . ⊗Aj
N , (100)

and

B =

nF∑

j=1

Bj
1 ⊗Bj

2 ⊗ . . . ⊗Bj
N , (101)

The projection stage consists on finding the best set of αj coefficients. The
associated test function is given by

Ψ∗ =

nF∑

j=1

α∗jF j
1 ⊗ F j

2 ⊗ . . . ⊗F j
N . (102)

Substituting Eqs. (98), (100), (101) and (102) into Eq. (99) yields:

nF∑

i=1

nF∑

j=1

α∗iHijαj =

nF∑

i=1

α∗iJ i, (103)

where

Hij =

nA∑

k=1

(

F iT
1 Ak

1F
j
1

)(

F iT
2 Ak

2F
j
2

)

. . .
(

F iT
N Ak

NF j
N

)

, (104)

and

J i =

nB∑

k=1

(
F iT
1 Bk

1

) (
F iT
2 Bk

2

)
. . .
(
F iT
N Bk

N

)
. (105)

The enrichment stage includes new candidates for enriching the reduced sepa-
rated approximation basis such as:

Ψ =

nF∑

j=1

αjF j
1 ⊗ F j

2 ⊗ . . . ⊗F j
N

︸ ︷︷ ︸

ΨF

+Rj
1 ⊗Rj

2 ⊗ . . . ⊗Rj
N

︸ ︷︷ ︸

ΨR

. (106)

Within a fixed-point alternating direction algorithm, we look at each iteration
for the computation of a single discrete function Rj assuming all the others
known. Thus, when we are looking for Rj the test function writes:

Ψ∗ = R1 ⊗R2 ⊗ . . . ⊗Rj−1⊗R∗

j⊗Rj+1⊗ · · · ⊗RN , (107)

The different terms of the discrete weak form read:
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Ψ∗AΨR =

nA∑

k=1










R∗T
j Ak

jRj

N∏

h = 1
h 6= j

RT
hA

k
hRh










= R∗T
j KRj (108)

Ψ∗AΨF =

nF∑

i=1

nA∑

k=1










αiR
∗T

j Ak
jF

i
j

N∏

h = 1
h 6= j

RT
hA

k
hF

i
h










= R∗T
j V, (109)

and

Ψ∗B =

nB∑

k=1










R∗T
j Bk

j

N∏

h = 1
h 6= j

RT
hB

k
h










= R∗T
j V ′ (110)

In the framework of a fixed-point strategy we are looking, at each iteration, for
the solution of the linear system:

KRj + V = V ′. (111)

We assume that the global convergence is attained when the error

ε = ‖A Ψ −B‖2. (112)

becomes small enough. In terms of minimization, the previous variational for-
mulation is equivalent to the minimization of the next functional

J (T ) =
(
T −A−1B

)T
A
(
T −A−1B

)
=
∥
∥T −A−1B

∥
∥
A

(113)
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