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A B S T R A C T

Shot peening of turbine disk engines is performed in the aerospace industry in order to enhance fatigue life. This
surface enhancement method generates beneficial modifications like superficial compressive residual stresses
that are known to delay crack initiation and propagation. In the same way, work hardening is also introduced at
the surface of the part during shot peening and can have a significant influence on fatigue crack initiation. Taking
this parameter into account in the fatigue design of parts, in addition to the residual stresses, is a real challenge to
be the most predictive. One possibility for this is to be able to predict it during the modeling of the shot peening
process. In the present work, various peening conditions are considered in order to be able to propose a model
able to account for the influence of coverage and Almen intensity on residual stresses and work hardening. The
studied material is Inconel 718, commonly used for aeronautical parts. The X-ray diffraction method is used to
obtain the in-depth residual stress and work hardening profiles. A three-dimensional numerical model is pro-
posed to predict these quantities. Efforts are made to consider all recent advances in three-dimensional simula-
tion of the process, in terms of coverage assessment, shot and treated part modeling. The numerical results are
compared to the experimentally measured residual stresses and work hardening.

1. Introduction

Shot peening is a surface enhancement process used to enhance fa-
tigue life. It generates, in particular, compressive superficial residual
stresses that prevent crack initiation and delay their propagation. This
process is widely used in the aerospace industry to increase safety fac-
tors, but is seldom taken into account in the dimensioning step because
its mastering remains often empirical. In fact, it is still difficult to esti-
mate precisely the benefits of shot peening. During shot peening, the
treated material is subjected to a complex mechanical load. The re-
peated impacts and the high velocity activate hardening mechanisms
(isotropic and kinematic hardening) associated with the strain rate sen-
sitivity of the treated material. It is clear now that the residual stress
field is not the sole parameter that influences fatigue life. Work harden-
ing is also an issue and has been identified as an influential parameter
for fatigue resistance and residual stress relaxation by Prevey et al.
(1998), Prevey (2000). This last point represents a major challenge for
future developments because most of the current models are mainly in-
terested in the accurate modeling of residual stresses, with little atten-

tion to the generated plastic strain and hardening effects. Consequently,
an advanced understanding of the process and material behavior fol-
lowed by realistic modeling is necessary to quantify shot peening bene-
fits and improve the design of the relevant parts.

A clear and detailed literature review of shot peening models has
been proposed by Zimmermann et al. (2010). These models can be di-
vided into two groups: analytical and numerical models. The main ad-
vantage of analytical models is the rapid estimation provided for sys-
tems with simple geometry. On the other hand, they do not allow the
study of complex issues such as the influence of hardening effects. Nu-
merical models are more compliant, allowing many process parameters
to be considered. Moreover, finite-element simulations have great po-
tential for the analysis of stress and work hardening development while
taking into account complex material behavior. Dealing with process
parameters, Guagliano et al. proposed a numerical approach to link the
Almen intensity to the residual stress field after shot peening
(Guagliano, 2001). Hasegawa et al. (1996) and Kobayashi et al. (1998)
experimentally demonstrated that static and dynamic indentations lead
to different results. Such observations were confirmed by local indenta-
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Table 1
Composition of the Inconel 718 DA Alloy provided by the manufacturer
(Wt%).
Ni Fe Cr Mo Al Ti Nb Si C

54.18 17.31 17.97 2.97 0.56 1 5.39 0.1 0.023

Table 2
Overview of the experimental shot peening conditions investigated. The cells
with a grey background correspond to the conditions that have also been in-
vestigated numerically (see Section 6).
Almen Intensity Coverage (%)

F8-9A - - 200 - -
F12-13A 65 125 200 320 400
F17-18A – – 200 – –
F22-23A 65 125 200 320 400

tion studies performed by Kermouche et al. (2013), Al Baida et al.
(2015). Using an elasto-visco-plastic model, Zimmermann et al. could
successfully predict the residual stress state after shot peening, so did
Klemenz et al. (2009). Surface roughness was also assessed by
Bagherifard et al. (2012a) and Mylonas and Labeas (2011). Bagheri-
fard's literature review (Bagherifard et al., 2012b) shows that various
strategies were proposed to follow the evolution of coverage by numeri-
cal means, based on plastic threshold (Gangaraj et al., 2014) or random
position of shot (Miao et al., 2009). Shot material influence has been in-
vestigated by Mori et al. (1996), Rouhaud and Deslaef (2002) and
Meguid et al. (2002). More recently, new models have been proposed in
the literature on different materials, showing the interest in predicting
correctly the mechanical fields. Maliaris et al. proposed a FEM-based
2D model to simulate the shot peening process of 51CrV4 steel (Maliaris
et al., 2021). Zhao et al. have investigated the effects of the process pa-
rameters, initial surface morphology and initial residual stress on the
residual stress distribution after shot peening by using a finite element
model of 12Cr2Ni4A steel (Zhao et al., 2022). Zhou et al. proposed a
FEM-based 3D model to simulate the shot peening process of different
steels by considering different types of modeling parameters (Zhou et
al., 2022; Zhou and Sun, 2022).

One of the key points for a successful model of the mechanical fields
after shot peening concerns the choice of the constitutive model for the
treated material. Shot peening is a cyclic process performed at a wide
range of strain rates. Different models have been proposed to translate
the behavior of the material during the process. In order to take into ac-
count visco-plastic effects, Johnson-Cook or power law models are gen-
erally considered (Al-Hassani, 1981; ElTobgy et al., 2004; Majzoobi et
al., 2005). However, as detailed by Baragetti, these models consider
only isotropic hardening and lead to an overestimation of compressive
residual stresses (Baragetti, 2001). Using an elasto-visco-plastic model,
Zimmermann et al. have successfully described the compressive resid-
ual stress state in IN718 nickel-based alloy.

The non-exhaustive literature review proposed above shows the
great potential of such numerical models. If predictive results in terms
of residual stress fields are now proposed in the literature, work harden-
ing is hardly assessed, when it has been experimentally proven by Pre-
vey that work hardening plays an important role in stress relaxation
(Prevey, 2000). It seems, therefore, essential to validate shot peening
models with respect to this parameter as well. Models including accu-
rate predictions of both the residual stress field and the hardening state
could then be used as initial states in fatigue models for a better assess-
ment of fatigue life.

The objective of this paper is thus to propose a numerical model to
predict both residual stresses and work hardening profiles induced by
shot peening. First, an extended experimental campaign has been set up
to study the influence of Almen intensity and coverage on both residual
stresses and work hardening. Then, a 3D finite-element model of the

process is proposed, considering an elasto-visco-plastic behavior for the
material. Special attention is paid to the coverage evaluation and the
shot model. In section 4, numerical results are exposed and commented
upon. Finally, the model is validated by comparing the results with ex-
perimental data.

2. Material and methods

2.1. Material and shot peening conditions

An Inconel 718 Direct Aged (IN718 DA) nickel-based alloy has been
investigated in this work. The composition is given in Table 1. This al-
loy is widely used in the aerospace industry because it exhibits excel-
lent mechanical properties at high temperature. The Direct Aged metal-
lurgical state is obtained by direct quenching after forging, i.e. no re-
covery at high temperature but precipitation treatment at 720 °C and
620 °C for the strengthening phases. The IN718 DA is then composed of
four different phases: the matrix γ, the strengthening precipitates γ’ and
γ’’, and the δ phase.

Parallelepipedic samples of 15 × 15 × 10 mm3 have been ma-
chined from a turbine disc made of IN718 DA. Prior to any shot peening
treatments, all samples have been mechanically polished to a mirror
state in order to remove as much as possible residual stresses and work
hardening induced by machining: XRD measurements have been car-
ried out to verify that the samples are free of residual stresses and work
hardening (see section 2.3).

Based on standard treatments used in industry, a large set of shot
peening conditions has been considered to investigate the influence of
coverage and intensity on the resulting stress and hardening states. A
conventional shot peening nozzle and S110 steel shot were used to per-
form the surface treatment. The various process parameters chosen for
the experimental campaign are gathered in Table 2. On the one hand,
two shot peening intensities, F12-13A and F22-23A, have then been in-
vestigated for five different values of coverage (65 %, 125 %, 200 %,
320 % and 400 %). The Almen intensity is established according to the
NFL 06–832 standard and is expressed in hundredths of millimeters
(Norme AFNOR NFL 06-832, 1990).

On the other hand, coverage has been set at 200 % and four shot
peening intensities have been studied (F8-9A, F12-13A, F17-18A and
F22-23A). Experimental coverage has been visually assessed, following
SAE standard J2277 (J2277: Shot Peening Coverage Determination -
SAE International, n.d.). The coverage that is experimentally applied is
generally higher than 100 %. However, in order to test the ability of the
model to predict an intermediate state and not only a saturated state, it
is proposed to characterize the residual stresses and work hardening for
a coverage of 65 %.

2.2. Material characterization

Residual stress and work hardening levels have been evaluated us-
ing X-ray diffraction (XRD). The residual stress intensity has been eval-
uated with the classical sin2ψ method; the work hardening levels have
been evaluated with diffraction peak width determination (François
and Lebrun, 1992; François et al., 1995). A four-circle Seifert PTS dif-
fractometer equipped with a PSD detector and a Co tube (λCo-
Kα = 1.79 Å) have been used to perform all the measurements on the
311 diffraction peak (2θ ≈ 111°). An accelerating voltage of 20 kV and
a current of 4 mA have been chosen. Eleven ψ angles ranging from −60°
to 60° have been used both for residual stress measurements and the de-
termination of the full width at half maximum (FWHM) of Pseudo-Voigt
profile fits. Under these conditions, the X-ray penetration depth is esti-
mated to vary between 2 and 4 µm. To perform the in-depth XRD mea-
surements, successive material removals have been carried out by elec-
trolytic polishing using a solution of 70 % (vol) ethanol, 20 % perchlo-
ric acid and 10 % propylene glycol monomethyl. The thickness of the
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Fig. 1. a) Dispersion of the shot diameter fitted with a Gaussian distribution. The average diameter is 345 µm with a standard deviation of 20 µm. b) Shotmeter sensor
positioning for shot velocity measurement of the shot stream.

Fig. 2. Evolution of the Almen intensity as a function of shot velocity for three types of shot (experimental values).

removed material layer has been measured by a coordinate measuring
machine. The uncertainty on the x-axis corresponds to the errors due to
the electrolytic polishing procedure and those due to the X-ray penetra-
tion. It can be estimated to be of the order of 10 µm. The layer removal
impact has been taken into account in the residual stress measurements,
but the established correction procedure revealed that this impact is
negligible in the conditions of this study. Residual stresses and peak
widths have been measured in two directions. However, no significant
differences were revealed, confirming that shot peening introduces an
in plane equi-biaxial stress state. A measurement in one direction is
thus sufficient to assess the mechanical state of each part.

2.3. Experimental assessment of the process

The objective of this section is to describe the approach used to es-
tablish the values of the process parameters, and the distribution of
their variations that are necessary for an accurate simulation of the
process. Indeed, each of these parameters may affect the residual stress
and work hardening profiles significantly. Also, many parameters re-
lated to the shot stream are subjected to variations. These variations oc-
cur during the stream flow itself.

A single type of shot (S130-58HRC) has been used to perform all the
shot peening treatments using the same shot peening machine. Experi-
mental measures of the size of the shot have been conducted on a batch

of shots used for the shot peening treatment of the samples. The distrib-
ution of the shot diameters is presented in Fig. 1.a. It has been approxi-
mated with a Gaussian function having an average of 345 µm and a
standard deviation of 20 µm.

To obtain the shot velocity, the shot peening-intensity was trans-
lated in terms of average shot velocity based on the work of Miao et al.
(2009). The average shot velocity has also been measured using a Shot-
meter G-3 measurement tool. This device consists of a sensor and a con-
troller connected to a computer. The sensor has been placed perpendic-
ular to the shot flow at a distance of 200 mm from the nozzle (see Fig.
1.b).

To validate the method, this study has been conducted for three
types of shots (S230-58 HRC, S230-48HRC and S130-58HRC). Fig. 2
presents the Almen intensity as a function of the measured average ve-
locity for the three types of shot. A linear relationship is observed be-
tween the Almen intensity and the velocity for the three shot types. The
red curve corresponds to the S130-58HRC shot, the shot that has been
used in the present study. Each of the Almen intensities used to treat the
samples (see Table 2) may then be correlated with an average shot ve-
locity (see Table 3).

Using particle tracking velocimetry, Kubler et al. (2020) have shown
that the positions of the large number of impacts on the part during a
shot peening treatment could be treated as a random variable. In order
to confirm these results, an optical microscopy characterization was
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Table 3
Correlation between Almen intensities and average shot velocities for S130-
58HRC shot.
Intensity F8-9A F12-13A F17-18A F22-23A

Velocity (m.s−1) 17 35 50 65

performed for samples shot peened with Almen intensity F12-12A and
F22-23A and for different coverages (Fig. 3). The analyses of the treated
surface confirm that the shot impacts can be observed on the surface af-
ter shot peening; the distribution of the positions of these impacts can
be modelled with a normal distribution (Table 4).

2.4. Work hardening evaluation

The calibration procedure proposed by Goulmy et al. has been used
(Goulmy et al., 2021b, 2021a) in order to evaluate the amount of work
hardening introduced during shot peening. This methodology has pre-
viously been successfully applied to IN718 DA and is briefly summa-
rized in the following paragraph.

To establish this calibration methodology, several loading condi-
tions have been investigated, including single tension, single compres-
sion, high strain rates and low cycle fatigue. Three experimental tech-
niques have been used to characterize the work hardening on the de-
formed samples: microhardness, X-ray diffraction (XRD) and Electron
Backscatter Diffraction (EBSD). The experimental tests were also simu-
lated with a pertinent elasto-visco-plastic model. The correlation be-
tween the model variables and the experimental parameters (FWHM,
KAM and micro-hardness) enabled to choose the equivalent plastic
strain as a model variable representative of work hardening. The
equivalent plastic strain is defined by:

(1)

where is the plastic deformation tensor.
The results revealed that the equivalent plastic strain is well corre-

lated with the FWHM of XRD peaks and that it is necessary to take into
account the strain rate to construct the correlation curves.

Fig. 4 presents the resulting correlation curves (Goulmy et al.,
2021b, 2021a), taking into account the strain rate, the loading history
and the temperature for an IN718 DA. Fig. 4 shows that the FWHM in-
creases with plastic strain; the evolution is not linear and the shape of
the curve is similar for the two strain rates. The strain rate has a
stronger influence on higher plastic strain levels: between 10 and

40 % of plastic strain, the FWHM is 10 % lower for a strain rate of
10-3 s−1 compared to the one obtained for 103 s−1.

3. Experimental results

The residual stress and work hardening profiles obtained on samples
treated with different shot peening conditions are presented in this sec-
tion. The work hardening profiles have been evaluated with the calibra-
tion curve corresponding to the strain rate of 10-3 s−1 for all the process
parameters treated in this study and gathered in Table 2; these experi-
mental results are presented in Fig. 5 and Fig. 6 of the present section.
The work hardening profiles have also been evaluated for a strain rate
of 103 s−1 for all the process parameters that have been the object of a
numerical model (the gray cells in Table 2); the corresponding experi-
mental results are presented in Section 6 (Fig. 16 to Fig. 18). Note that
the grain size and the size of the precipitates are not modified during
the different shot peening treatments studied in this work, as observed
by Goulmy et al. (2021a).

3.1. Influence of Almen intensity

The influence of Almen intensity ranging from F8-9A and F22-23A
has been studied on the residual stress and work hardening profiles.
The results are presented in Fig. 5 for a coverage of 200 %. Before shot
peening, the samples presents slight tensile residual stresses of around
150–200 MPa, roughly constant at least up to a depth of 200 μm (Fig.
5.a). The level of work hardening before shot peening is close to zero
and constant in-depth (Fig. 5.b). As far as residual stresses are con-
cerned, the main differences between the different profiles lie in the
depth affected by compressive stresses as well as the depth at which the
residual stresses become equal to zero: the higher the peening intensity,
the deeper the maximum compressive residual stresses and the thicker
the area affected by the compressive residual stresses (Fig. 5.a). Little
influence can be observed on the maximal compressive residual stress
value, which varies from −1100 MPa for the strongest intensity to
−1000 MPa for the lowest intensity. Work hardening is strongly depen-
dent on the shot peening intensity. It is interesting to note in Fig. 5.b
that work hardening decreases rapidly in-depth to reach a constant low
value (below 3 %) above 100 µm. Besides, the higher the shot peening
intensity, the greater the work hardening at a given depth between 0
and 100 μm.

Fig. 3. Characterization of impacts generated during shot peening with Intensities F12-13A and F22-23A for varying coverages. Non-impact area appears in black on
the micrographs.
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Table 4
Identified parameters for the constitutive model of IN718 DA.
E (MPa) ρ (kg.m−3) ν K (MPa) n R (MPa) Q (MPa) b C1 C2 C3 D1 D2 D3

204,000 8400 0.3 80 5.31 700 −215 −3 4.7 105 9.0 103 2.4 103 1000 100 10

Fig. 4. FWHM as a function of the equivalent plastic strain for several loading
history, temperature, strain rates with the respective calibration curves for IN-
718 DA (Goulmy et al., 2021b).

3.2. Coverage influence

The influence of a coverage ranging from 65 % to 400 % has been
studied on the mechanical state of IN718 DA. Fig. 6.a and Fig. 6.b pre-
sents residual stress and work hardening profiles as a function of cover-
age for an intensity of F12-13A. The maximum compressive residual
stress fluctuates slightly around a value of −850 MPa for up to 125 %
coverage and then stabilizes at a value of −1100 MPa from a coverage
value of 200 %. It is located at a depth of around 50 μm, whatever the
coverage value is considered. All coverages lead to a similar affected
depth that lies between 130 and 150 µm. Surface work hardening val-
ues are strongly dependent on coverage. At a given depth in the work
hardened layer, the higher the coverage between 65 % and 320 %, the
greater the work hardening. On the other hand, no significant differ-
ence can be observed between the work hardening profile obtained for
a coverage value of 320 % and the one at 400 %. This result implies
that work hardening evolves much less significantly above a certain
coverage value. Then, the work hardening reaches very low values (in-
ferior to 3 %) beyond 100 µm depth, comparable to the values found in
the untreated material, regardless of the coverage.

Fig. 6.c and Fig. 6.d presents residual stress and work hardening
profiles as a function of coverage for an Almen intensity of F22-23A. All
stress profiles appear very similar, whatever the coverage value. The
top superficial residual stress value as well as the maximum compres-
sive residual stress value are comparable to the values obtained with an
Almen intensity of F12-13A. The main difference in the stress profiles is
the depth at which the maximum compressive stress occurs: around
90–100 µm in the latter case versus a lower value of 50 µm for the low-
est Almen intensity case. Similarly, the depth at which the stress value
reaches zero is at a greater depth, close to 220 µm compared to 150 µm
in the previous case. Regarding the evolution of the work hardening
with the coverage at this shot peening intensity, the profiles are very
comparable for all studied coverage values. Only the extreme surface

values differ slightly: the higher the coverage, the higher the extreme
surface value with a stagnation from a coverage of 200 %. These results
are similar to those obtained for a lower intensity. However, due to the
higher shot peening intensity, the stagnation of work hardening as a
function of coverage occurs at lower values of coverage.

4. Numerical model for shot peening

A numerical model is presented in this section to predict the me-
chanical state (both residual stresses and hardening levels) of the
treated part after shot peening. It is a three-dimensional finite-element
model of the process built using the commercial software ABAQUS Ex-
plicit 6.12.2. The model simulates multiple shot impacts on a material
surface. Additional analyses using single-shot impact simulation have
also been carried out, as needed, to validate specific features of the
model.

The modeling of the shot peening process can be performed with ei-
ther static or dynamic computation. In shot peening, inertial effects are
negligible. It is then possible to make a static simulation for which the
shot would have an initial condition in displacement and not in veloc-
ity. However, prior knowledge of the maximum penetration of the shot
in the material is necessary. A dynamic algorithm was thus preferred
here. The strong non-linearities of the problem, in particular due to the
contact between the shot and the shot-peened material, impose very
small time steps. An explicit algorithm has then been chosen. To assess
the convergence of the model, the energy balance of the numerical sim-
ulation is systematically evaluated. An error of less than 5 % on the esti-
mated total energy is the criterion defined to validate the convergence.

4.1. Model for the shot and contact

A single type of shot (S130-58HRC) has been used to perform all the
shot peening treatments (see Section 3). The shot density is set to
7800 kg.m−3, and it has been modelled with spheres that are meshed
with C3D4 linear tetrahedron elements. The diameter of the shot has
been set to a value of 345 µm, the average diameter of distribution de-
termined on a batch of shots (see Fig. 1.a and Section 2.3).

A rigid model for the shot material is realistic when the elastic limit
of the shot is significantly higher than that of the treated solid: a factor
of 2 seems to be the minimum (Rouhaud and Deslaef, 2002). In the pre-
sent case, the material to be treated has a particularly high yield
strength, approaching 1400 MPa at 20 °C to be compared with
2000 MPa, the yield stress of the shot used in this work. As a conse-
quence, modeling the shot as a perfect rigid body would not be realistic.

Simulations of single impacts have been carried out to establish
whether the shot model should be elastic or elasto-plastic. The shot has
been modelled with an elastoplastic material. The dissipated energy in
the shot has been evaluated for different shot velocities and for differ-
ent elastic limits of the shot and compared to the initial kinetic energy
of the shot. It has then been observed that less than 10 % of this energy
is converted into plastic work. As a consequence, it can be assumed that
after a few impacts, due to hardening mechanisms, the shot has purely
elastic behavior. This is confirmed by the fact that a very low level of
damaged shot has been observed during the shot peening of the sam-
ples. Given the observations outlined above, the behavior of the shot
has been considered elastic in the multiple shot impact simulations. The
Young modulus has been set to 210 GPa and the Poisson ratio to 0.3.

In Section 2, it has been highlighted that it was possible to deter-
mine the average shot velocity as a function of Almen intensity (see
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Fig. 5. Experimental residual stresses (a) and work hardening (b) profiles as a function of depth for various peening intensity and a fixed coverage of 200 %. Work
hardening is calculated from the 10−3 s−1 calibration curve shown in Fig. 4.

Table 3). In the simulation of the multiple shot impacts, the value of the
shot velocity has then been fixed to obtain the desired Almen intensity,
according to the linear evolution presented in Fig. 2 and a normal inci-
dence was considered for the shot.

The contact between the shot and the treated part is simulated using
a hard contact algorithm with an isotropic Coulomb friction coefficient
of 0.05. This value has been chosen on the basis of feedback from the
CRED (Centre de Ressources en Essais Dynamiques) of the Ecole Cen-
trale de Nantes. The influence of this parameter on the results has al-
ready been discussed by Mequid et al. and Kim et al. and is not ad-
dressed here (Meguid et al., 2002; Kim et al., 2012).

4.2. Model for the treated part

A cylinder was used to model the shot peened part. The mesh is
composed of C3D8R elements with reduced integration and hourglass
control. The displacement of the nodes located on the lateral surface
and on the bottom base of the cylinder has been blocked in the direction
of the normal to the corresponding surface. The geometry of the treated
part and the boundary conditions are presented in Fig. 7. Several quan-
tities have been defined to describe the geometry of the treated part: its
thickness, noted T, the area of the shot-peened surface and the area of
the surface of the part that is not treated. The width of the not shot
peened surface is noted as W (see Fig. 7).

The dimensions of the treated part have to be chosen to ensure that
the model is equivalent to the semi-infinite medium. The criteria for
defining the appropriate dimensions that meet this assumption have re-
ceived considerable attention in the literature (Gangaraj et al., 2014;
Meguid et al., 1999). The dimensions are usually expressed as a func-
tion of Rs, the radius of the shot. A preliminary study for a single-shot
impact under normal incidence has been conducted to set the values of
the dimension of the model. The residual mechanical fields have then
been evaluated for several thicknesses T of the part and widths W of the
external area (NSPSA). The resulting residual stress fields have been an-
alyzed along the depth as well as along the radius at the surface of the
part. The results, presented in Fig. 8, show that the profile of the resid-
ual stress along the depth is independent of the thickness of the treated
part model for the chosen thicknesses. On the other hand, the width of
the external area needs to be at least equal to 5 times the shot radius Rs
to obtain a stress state that is independent of the cylinder radius. The

chosen dimensions for the multiple shot impact simulations have finally
been set to T = 10Rs and W = 5Rs. This choice is coherent with the cri-
teria proposed in the literature cited previously (Gangaraj et al., 2014;
Meguid et al., 1999).

To complete these analyses, a specific study has also been conducted
to determine the size of the shot peened surface (i.e., impacted surface)
that is needed to obtain a representative mechanical state for a given
simulation of a shot peening treatment. A surface radius of Rs, 1.5Rs and
2Rs has been tested considering multiple shot impact simulations. The
best compromise has been reached for 1.5Rs, as it will be illustrated
later in Section 5. This result is again in accordance with the literature
(Gangaraj et al., 2014).

The size of the mesh for the impacted area also requires some atten-
tion. The maximal representative length of an element needs to be kept
under Dp/20 to ensure convergence, where Dp is the diameter of the
dimple produced by a single impact (Bagherifard et al., 2014). This
value depends on the shot velocity and thus on the Almen intensity (see
Section 3). A specific study has thus been conducted to determine the
minimal size that the elements should have. From single-shot impact
simulations, the analysis of the resulting dimple diameter has led to the
setting of the size of the smallest element at 6 µm.

4.3. Constitutive model for the shot-peened material

The behavior of Inconel 718 has been extensively investigated
(Alexandre et al., 2004; Chaboche and Jung, 1997; Gourbesville, 2000;
Chaboche et al., 2012). This material is known to exhibit cyclic soften-
ing in relation to the shearing of precipitates during plasticity. Up to
600 °C, the yield stress and ultimate tensile stress are quite stable. In-
conel 718 also has important ductile behavior. Maximal deformation at
failure reaches 18 % during tensile tests at room temperature. Dynam-
ics tests, performed at room temperature, have proven that this mater-
ial is sensitive to strain rate variations (Lee et al., 2011; Wang et al.,
2013). More specifically, for strain rates greater than 1000 s−1, the
yield stress increases significantly. Based on this literature review, the
chosen constitutive model is an elasto-visco-plastic model proposed by
Chaboche et al. (2012). In this model, the total strain tensor is addi-
tively decomposed into the elastic and plastic strain tensors. The
elastic domain is defined by f ≤ 0 in the stress space σ with:

6



CO
RR

EC
TE

D
PR

OO
F

J.P. Goulmy et al. International Journal of Solids and Structures xxx (xxxx) 112120

Fig. 6. Experimental residual stresses (a-c) and work hardening (b-d) profiles as a function of depth for various coverage and two fixed Almen intensity F12-13A (in
blue) and F22-23A (in green). Work hardening is calculated from the 10−3 s−1 calibration curve shown in Fig. 4. (For interpretation of the references to colour in this
figure legend, the reader is referred to the web version of this article.)

(2)

where the function J returns the von Mises invariant, R indicates the
size of the instantaneous yield condition and X is the back stress tensor.
The plastic strain rate tensor is obtained with the flow rule, using the
normality assumption:

(3)

where the dot represents the differentiation with respect to time. To
model strain rate effects, the plastic multiplier is given by the Norton
power law:

(4)

The equivalent plastic strain rate is:

(5)

A non-linear isotropic hardening R is defined as the sum of several
contributions indexed with “i”:

(6)

where the bi and Qi are material parameters associated to contribu-
tion i. Similarly, the back stress X is decomposed as the sum of several
contributions, indexed with “k”:

(7)

with:

(8)

7
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Fig. 7. Dimensions of the finite-element model of treated part model.

Fig. 8. Residual stresses observed as a function of treated part dimensions: along the depth (a) and along the radius at the surface (b). T: thickness of the treated part,
W: width of the not shot peened zone and Rs: radius of the shot.

Table 5
Mean, minimum and maximum values of strain rates during shot peening for
three elements located at a position (x,y) in the bulk and a depth z = 0, 50
and 100 µm at the surface.
Element depth Minimal strain rate

(s−1)
Average strain rate
(s−1)

Maximal strain rate
(s−1)

z = 0 µm 7 42,850 766,000
z = 50 µm 3 12,400 128,000
z = 100 µm 0.3 2625 13,600

where , are material parameters associated to each contribu-
tion k.

The parameters identified for IN718 DA at room temperature are
listed in Table 5.

4.4. Coverage model

When multi-impact modeling is performed, several strategies can be
considered to distribute the impacts on the surface of the part: impacts
can be distributed randomly as proposed by Miao et al. (2009), or using
the symmetry cells method (Bagherifard et al., 2012b; Zimmermann et
al., 2010). Based on the experimental observations described in Section
3, it was chosen to randomly position the impacts using a normal distri-
bution.

Due to the randomness of the position of the impacts, a methodol-
ogy to evaluate the coverage had to be implemented. Three different
methods to assess the coverage of the finite element model have been
considered. They are described and compared in the following para-
graph. For each method, full coverage is considered to be achieved
when a coverage of 98 % is reached.

The first method is based on a model proposed by Avrami (1941).
This model assumes that the impacts leave a perfect circular dimple on
the treated surface. Thus, the coverage percentage Ac is given by:

(9)

where Rd is the radius of the dimple, Ni the number of spheres hav-
ing impacted the surface and ST the total impacted surface. The Avrami
model gives an instant estimation of the coverage as a function of the
number of spheres impacting the surface, but does not take into account
the real geometry of the dimple, neither the hardening of the material
during the process.

The second method implemented is the one proposed by Gangaraj et
al. (2014). With this method, coverage is evaluated by considering the
cumulated plastic strain at the surface of the treated material. The first
step consists of the definition of a plastic strain threshold, evaluated at
the boundary of the plastic dimple left by a unique shot on a plane sur-
face, as shown in Fig. 9.a. For an incident shot velocity of 75 m.s−1 and
40 m.s−1, the plastic threshold has been found to be 0.036 and 0.034 re-

8
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Fig. 9. a) Evaluation of the plastic threshold from a single impact simulation. b) Illustration of matlab routine coverage assessment. c) Comparison of three methods
for coverage assessment of numerical simulations.

Fig. 10. Illustration of the extraction and averaging methodology for numerical data.

spectively. Thus, the criterion is assumed to be independent of the ve-
locity in this study and set to 0.035. Plastic deformation of surface ele-
ments of the model has been compared to this threshold. If equal or su-
perior, the corresponding element is declared as covered. Assessment of
the coverage has been performed during the simulation with an evalua-
tion of the ratio between the number of covered elements and the total
number of elements on the surface.

The third method implemented is a Matlab routine specifically im-
plemented by the authors. The routine consists of recording the random
position of the impacts during the simulation of the process. It is as-
sumed that the footprint is identical for all the impacts and equal to the
area corresponding to a single impact test under similar conditions.
This area is then assigned to the coordinates of each recorded impact.

Coverage is then evaluated as the ratio between the area of the im-
pacted surface and the total shot peened surface. Fig. 9.b presents an
example of the resulting coverage obtained with such a methodology.

Fig. 9.c compares the three methods previously presented for an
Almen intensity of F22-23A. It is quite satisfactory to conclude that all
the methods converge to the same number of spheres needed to
achieve full coverage. It can be concluded that these three methods
can be used indifferently. For practical reasons, the Matlab routine
has been used hereafter.

9
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Fig. 11. Comparison of numerical results for three values of the area of shot-
peened surface. Shot peening condition: F22-23A, 100% coverage.

5. Analysis of the numerical results

This section presents preliminary analysis of the simulated results
that have been conducted to validate the model proposed in the previ-
ous section. It also details specific treatments of the data for comparison
with experimental measurements.

5.1. Average and standard deviation for computed residual stresses and
work hardening

The solution fields obtained with the numerical simulation present
some spatial heterogeneity (see Fig. 10). A specific treatment has been
performed on the numerical data to be able to compare the residual
stresses and work hardening obtained with the simulations to the exper-
imental result. The variables of interest, the residual stresses σxx and the
equivalent plastic strain , have been extracted and averaged to a
depth equivalent to the material's X-ray penetration. In our case, this
penetration was estimated to be between 2 and 4 µm. Hence, in order to
constitute one point on the numerical profile, the average and the stan-
dard deviation of the values of interest were computed on elements
over a depth of 8 µm, value of the same order of magnitude, chosen to
allow an optimization between the experimental value obtained by
XRD and the size of the elements of the model, themselves optimized to
reduce the calculation time. Each thickness considered for the calcula-
tion of average and standard deviation values represents more than
8000 elements. This methodology is illustrated in Fig. 10. This extrac-
tion ensures consistency with the experimental results, and also pro-
vides information on the mechanical states that can be observed at the
scale of an element (a few micrometers). The objective of this section is
thus also to analyze the distribution of the residual stresses and the
work hardening as a function of depth in the solid. For these studies,
three coverage values have been imposed: 65 %, 125 % and 200 % with
the Almen intensity set to F22-23A.

The choice of the radius of the cylinder on which the average data is
based requires particular attention: it has to be chosen for the results to
be representative of shot peening (Gariépy et al., 2011; Mylonas and
Labeas, 2011; Kim et al., 2012). A comparison of averaged profiles was
therefore conducted by varying the value of the area of shot-peened
surface with radii of Rs, 1.5Rs, and 2Rs, where Rs is the radius of the
shot. These results, presented in Fig. 11, show that for a studied part of
radius 1Rs, the averaged stress profile presents fluctuations that do not
appear for the other two profiles. For this same radius, we can also see
that the maximal residual stress is much more pronounced. These ob-
servations suggest that a cylinder of 1Rs is too small to obtain a homo-
geneous mechanical state after shot peening simulation. On the other
hand, a radius of 1.5Rs is sufficient and corresponds to the value that
has been used in the present study.

Fig. 12. Residual stress distribution for different depths (9 µm, 65 µm and 196 µm) after shot peening simulation (F22-23A intensity, 125 % coverage).
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Fig. 13. Residual stresses (a) and work hardening (b) profiles, and associated standard deviations obtained after numerical simulation of shot peening condition 22-
23A, 125%.

The distribution of residual stresses for three given depths is ex-
tracted (9 µm, 65 µm and 196 µm) and presented in Fig. 12 for a cover-
age of 125 %. A Gaussian shape is observed for the distribution at each
depth. A mean value is computed for each depth. These results also in-
dicate that the width of the distribution depends on the selected depth.
A similar analysis can also be performed for work hardening. The aver-
age and standard deviations of the residual stresses and work hardening
have been calculated for each depth of the massif. Fig. 13 presents the
evolution of the average of the residual stresses and work hardening as
a function of depth with the standard deviation bars associated with
each depth. The higher the levels of residual stresses and work harden-
ing, the higher the associated standard deviations.

Experimental data concerning the dispersion of the mechanical state
after shot peening (Vöhringer, 1987) are scarce but corroborate the re-
sults presented here. Vöhringer measured the residual stresses on the
surface of a shot peened sample at 11 different locations by X-ray dif-
fraction. A collimator size of the same order of magnitude as the numer-
ically analyzed area was used to perform the measurements, which al-
lows comparison of the results with this numerical study. Vöhringer ob-
served that the compressive residual stresses ranged from −180 to
−500 MPa, with an average of −370 MPa. Although the shot peening
conditions were different from the one used in this work, these results,
show that the significant variations in the mechanical state are physi-
cal. Similar results have recently been obtained numerically (Daoud et
al., 2021).

Fig. 14 presents the evolution of the standard deviation as a func-
tion of depth for residual stresses (a) and work hardening (b) for the
three coverages investigated. As seen before, a notable evolution is ob-
served in the depth. The results are very similar for the three cover-
ages. These results indicate that the standard deviations are thus only
slightly dependent on the shot peening conditions applied in the
model. In the following, for readability reasons, the numerical error
bars are not presented in the figures when numerical results are com-
pared to the experimental data (Section 6). Another representation of
the results by normalizing Fig. 14.a and Fig. 14.b by the mean stress
and work hardening calculated at each depth and for each shot peen-
ing condition respectively provides further information (Fig. 14.c and
Fig. 14.d). It can be observed that the maximum errors are not located
near the surface but located when the stress is almost equal to zero.

The same conclusion can be drawn for residual stresses and work
hardening.

5.2. Mechanical state within the massif

In order to validate the modeling, a first analysis concerning the
over-all distribution of the residual stress and plastic strain fields is per-
formed. For these studies, the coverage is 125 % with the Almen inten-
sity set to F22-23A. The different components of the residual stress and
plastic strain tensors are presented in Fig. 15 as a function of depth. The
raw numerical results have been averaged as presented in Section 5.1.
The general shape of these tensors corresponds to what is expected after
a shot peening treatment:

• The components, σxx and σzz of the residual stress are nearly
identical beyond 40 µm in depth.

• The shear stress components, σxy, σxz and σyz, are very low, on
the order of a few tens of MPa.

• The plastic strain tensor is of zero trace (less than 5.10-9).

Some differences with the expected results are observed on the first
tens of microns. The strains εpzy are also non-negligible in this superfi-
cial part of the bulk. Also, the shear components of the residual stress
tensor are non-zero for this thickness. For these depths, no conclusion
may be drawn because the numerical results are reported in the local
reference system in a volume where the elements are highly deformed.

5.3. Evolution of the strain rate within the massif

It has been observed that the experimental calibration of work hard-
ening is dependent on the strain rate (see Fig. 4 and Goulmy et al.,
2021b, 2021a). The knowledge of the strain rate variations in the bulk
of the material during shot peening is thus, ideally, necessary to use the
calibration curves.

During the shot peening treatment, the strain rate changes with time
and depth. The numerical analysis gives access to the local value of the
strain rate.

Consider a simulation for the Almen intensity that induces the high-
est strain rates studied here (F22-23A). Three elements located at an ar-
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Fig. 14. Numerical deviation profile along depth for residual stresses (a) and work hardening (b). Normalized standard deviation of numerical profile along depth
for residual stresses (c) and work hardening (d). V = 65 m.s−1 and D = 345 µm, both parameters are constant.

bitrary position (x,y) on the massif have been selected at depths: z = 0,
50 and 100 µm. The average, minimal and maximal strain rates ob-
tained during the simulation for these three elements are presented in
Table 5. The average strain rate value is calculated by averaging the
strain rates computed for each depth during the shot peening process.
As expected, the strain rates are not homogeneous in-depth.

These results indicate the difficulties encountered in comparing the
experimental and simulated data. We propose here a methodology to
achieve this comparison using the calibration curves at a given strain
rate as an upper or lower limit for the work hardening in the depth in-
duced in the material. In the following, it is then proposed to frame the
work hardening values obtained with the help of modeling with the ex-
perimental results calibrated for two extreme strain rates, 10-3 s−1 and
103 s−1.

6. Comparison with experimental results

The objective of this section is to present a detailed comparison of
the results obtained with the numerical solutions from the model pre-
sented in Section 4 and the experimental results presented in Section 3.
In particular, the model is tested on its ability to reproduce accurately
the influence of the Almen intensity and the coverage on the residual
stress and work hardening profiles. The different model conditions that
have been investigated are presented in Table 2.

It has been observed (see Section 5.3) that the strain rates within the
material vary both in time, during the shot peening process and in
space, as a function of depth. It has also been observed (see discussion,
Section 2.4) that the strain rate has an influence on the experimental
calibration to evaluate work hardening. This is why we must compare
the numerical results with the hardening values obtained with both the
calibration curves for 10-3 s−1 and 103 s−1 (curves depicted in Fig. 4).

12
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Fig. 15. Comparison of residual stress (a) and plastic strain (b) components as a function of depth (F22-23A intensity, 125% coverage).

6.1. Almen intensity influence

The influence of the Almen intensity on the residual stress field and
hardening state is presented in Fig. 16 for the model (lines) and the ex-
perimental results (symbols). For this part, the coverage was set to
200 %. The only parameter that differs between each simulation is the
average velocity of the shot corresponding to the three Almen intensi-
ties: F12-13A, F17-18A and F22-23A.

Overall, the experimental results are well reproduced by the model.
An increase in Almen intensity induces little change in surface residual
stresses, whereas it induces an increase in the depth affected by com-
pressive residual stresses and a shift of the compressive peak toward the
interior of the part. From a more quantitative point of view, the surface
values as well as the compression peak predicted by the model are in
good agreement with the experiment for all the Almen intensities. The
depth affected by the residual stresses is also well predicted, with differ-
ences between the model and the experiment lower than 30 µm.

Concerning work hardening, the model is again predictive. An in-
crease in Almen intensity induces an increase in surface work harden-
ing and has little impact on the affected depth. The results obtained at
the surface are particularly interesting. Indeed, when the 10-3 s−1 cali-
bration curve is considered to evaluate the work hardening experimen-
tally, the model predicts values below those estimated experimentally.
This was expected since the strain rates encountered at the surface of
the parts during shot peening are much higher than these strain rates
(see Table 5). Thus, the model is accurate when compared to the values
obtained experimentally at strain rates of 103 s−1, especially for higher
intensity (F22-23A). It therefore appears judicious to preferentially con-
sider the experimental data obtained with this specific calibration curve
(corresponding to a strain rate of 103 s−1) when considering the results
close to the surface. On the other hand, beyond a depth of 30 µm, the
strain rates generated during the impacts are lower (see Table 5). It is
then preferable to consider a calibration curve obtained at a lower
strain rate.

6.2. Coverage influence

The influence of the coverage on the residual stress and work hard-
ening profiles is presented in Fig. 17 and Fig. 18 for an Almen intensity
of F12-13A and F22-23A respectively. Consider first the intensity of
F12-13A. The correspondence between the experiment and the simula-

tion is quite satisfactory for the residual stress profiles corresponding to
a coverage of 65 % and 200 %. On the other hand, differences are ob-
served for the profiles corresponding to a coverage of 125 %, especially
concerning the depth affected by the shot peening. For this coverage
value, the affected depth is 50 µm lower than the experimental data.
This result appears rather surprising, it was not possible to identify the
origin. Further investigations would be necessary. Concerning work
hardening, the numerical results are in good agreement with the experi-
mental data beyond a depth of 50 µm. As previously explained, the ex-
perimental results are closer when the calibration curve corresponding
to the strain rate of 10-3 s−1 is used to evaluate the work hardening ex-
perimentally, except at the surface where a higher strain rate has to be
considered.

Consider now the Almen intensity of F22-23A (Fig. 18). Again, the
three coverages (65 %, 125 % and 200 %) have been investigated.
Overall, the numerical results are in agreement with the experimental
observations. The surface residual stresses are independent of the cov-
erage value; the affected depth and the maximal compressive residual
stresses fluctuate slightly with no direct relation to the coverage value.
Quantitatively, the surface residual stresses are also well reproduced.
On the other hand, the maximal compressive residual stresses are
slightly underestimated (100 MPa) and the affected depth is also under-
estimated by about 50 µm for the 65 % and 125 % coverage. The exper-
imental evaluation of the work hardening levels is also well reproduced
by the model. An increase in the coverage leads to an increase in surface
work hardening and no evolution of the work hardened depth. As be-
fore, the numerical values are contained within the experimental mea-
surement set up with the calibration. The results are in very good agree-
ment beyond 40 µm depth.

7. Conclusion

In order to assess the influence of shot peening conditions on the
creation of residual stress and work hardening on IN718 DA, a compre-
hensive model for shot peening has been proposed. The originality of
this model lies in the consideration of the work hardening induced by
the shot peening process. The validation of this model has been per-
formed through specific experimental characterization of various shot
peening treatments conducted on parallelepipedic samples. The influ-
ence of Almen intensity and coverage on mechanical fields has been in-
vestigated. For each shot peening condition, the residual stress profiles
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Fig. 16. Comparison between numerical and experimental profiles of residual stresses (a), and work hardening estimated with a calibration curve using a 10-3 s−1

strain rate (b) and (c) with a calibration curve using a 103 s−1 strain rate, for different Almen intensity (F12-13A, F17-18A, F22-23A). Coverage was fixed to 200 %.

but also the work hardening profiles in the depth of the sample have
been determined. The numerical model proposed in this work has
demonstrated its ability to reproduce a wide range of shot peening con-
ditions.

The model is able to predict the work hardening level in shot peened
parts and in particular:

• For a fixed coverage, an increase in Almen intensity mainly
influences the depth affected by the compressive residual stress.
The maximum compressive residual stress changes slightly. On
the contrary, work hardening exhibits a constant growth with
shot peening intensity. This growth is more important at the
surface.

• For a fixed peening intensity, an increasing coverage values does
not affect the residual stresses profiles, whatever the coverage. On
the other hand, work hardening increases constantly until it
reaches a stabilized value for coverage values above 200 %.

This work opens the possibility to create a chain from process mod-
eling to fatigue life prediction of parts by taking into account both
residual stresses and work hardening. It is now possible to use this
model to evaluate the influence of the dispersion of the process parame-
ters on the mechanical fields or to estimate the residual mechanical
fields in the case of more complex parts such as gears or corners.
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Fig. 17. Comparison between numerical and experimental profiles of residual stresses (a) and work hardening (b) and (c), for different coverage (65%, 125%, 200%).
Almen intensity was fixed to F12-13A.

Acknowledgement

This work was conducted with the help of the French Technological
Research Institute for Materials, Metallurgy and Processes (IRT M2P)
under the CONDOR project. The authors would like to acknowledge IRT
M2P and all the partners of the project led by IRT M2P. Safran is
warmly thanked for its precious collaboration in this work. Ecole Cen-

trale de Nantes is also thanked for its precious help in the realization of
the dynamic tests.

Data availability
The raw/processed data required to reproduce these findings cannot

be shared at this time as the data also forms part of an ongoing study.

15



CO
RR

EC
TE

D
PR

OO
F

J.P. Goulmy et al. International Journal of Solids and Structures xxx (xxxx) 112120

Fig. 18. Comparison between numerical and experimental profiles of residual stresses (a) and work hardening (b) and (c), for different coverage (65%, 125%, 200%).
Almen intensity was fixed to F22-23A.
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