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Institute for Information
Management in Engineering

Karlsruhe Institute of
Technology

Jivka Ovtcharova§

Institute for Information
Management in Engineering

Karlsruhe Institute of
Technology

ABSTRACT

Collaborative Virtual Environments (CVEs) have recently become
more prominent in academic research and industrial applications.
Physical tasks often rely on sharing spatial information between the
collaborators, which are difficult to communicate verbally or by 2D
media. Immersive technologies, like Mixed Reality (MR), can sup-
port more natural and intuitive interaction between the collaborators,
share important non-verbal cues, like gaze and deictic gestures, and
improve the performance time of remote guidance tasks. In this
work we present HoloHands - a concept for immersive hand instruc-
tions which can be used for asynchronous remote collaboration on
spatial tasks. A Hololens device is utilized to capture hand motions
and interactions with virtual representations of physical objects to
create a guidance by simply demonstrating the instruction steps. The
recordings can be consumed by other collaborators at a later time
to perform the physical task which we validated in a preliminary
user experiment. Since it allows the creation and retention of digital
information for a later consumption, it provides the possibility to
revisit previous work sessions at any time and thus opens new possi-
bilities to collaborate asynchronously on spatio-temporal tasks. In
this work we share valuable insights from our experience with the
HoloHands concept and the utilization of the Hololens headset.

Index Terms: Asynchronous interaction, Virtual and augmented re-
ality, Collaborative learning, Computer-supported cooperative work

1 INTRODUCTION

Collaborative work is continuously transforming and in front of mod-
ern challenges like globalization, digitization, pandemics and climate
change the transformation process tends towards remote collabora-
tion. With the changing requirements and technological innovation,
new possibilities arise for the design of more flexible collaboration
forms less restricted by the time and space boundaries. Remote
collaboration can be divided in two categories - synchronous and
asynchronous. While the simultaneous presence of all stakeholders
is required in synchronous collaboration, asynchronous collaborative
work can be conducted independently, at different times.

The focus of this work is on asynchronous collaboration during
remote manual tasks in the engineering domain. For instance, the
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maintenance of an on-site production machine can involve manual
repair tasks through which a local worker can be guided by a remote
expert for this specific machine.

For synchronous remote collaboration, many methods are re-
cently researched, for instance video-guided systems [6, 12] and
Augmented Reality (AR) labels [2, 11] in combination with speech
and hand gestures [16, 24]. In global collaboration scenarios with
different time-zones, it is required to support asynchronous remote
collaboration. For future systems, it is recommended to provide
all collaboration modes [5], which would be a revolutionary step
towards more effective and efficient workflows [4].

Physical tasks in the engineering domain often rely on sharing
spatial information between the collaborators and are difficult to
communicate by speech, 2D images or videos [15]. In fact, using
speech to communicate spatial locations and actions can be ambigu-
ous or vague and cause confusion and error [18]. AR and Virtual
Reality (VR), can help to develop new approaches for synchronous
and asynchronous remote collaboration since they immerse the user
into the virtual 3D space where spatial references can be commu-
nicated naturally [1, 23]. Visualization of hands and hand gestures
is beneficial for remote collaboration in physical tasks, since it en-
hances task awareness while reducing the cognitive workload [7].

2 RELATED WORK

2.1 Asynchronous Remote Collaboration with AR
Asynchronous collaboration in Mixed Reality (MR) is a slowly grow-
ing research topic, since most of the research in the CVE area is
focusing on synchronous collaboration [4, 5]. Ens et al. [5] have
reviewed 110 papers about collaboration in MR published between
1995 and 2018. They found that the vast majority of papers (106, or
95%) focus on synchronous collaboration. Their findings are also
backed up in the literature review of de Belen et al. [4] where a
total of 259 papers between 2013 and 2018 were reviewed. They
also point out that an investigation in asynchronous MR collabora-
tion can be beneficial especially for the Architecture, Engineering,
Construction, Operations and Industrial (AECOI) application areas.
Since it allows the creation and retention of digital information for
a later consumption, it provides the possibility to revisit previous
meetings and work sessions at any time [9].

According to the reviews [4, 22], most of the papers about asyn-
chronous collaboration in MR allow the creation and consumption
of annotations, like virtual graffiti and photos which are placed
at certain locations within the immersive environment and can
be viewed and interacted with by other collaborators at another
time [2, 11]. Irlitti et al. are researching combination methods for
tangible markers and augmented annotations, which can be left for
the next worker [10]. However, tasks in the AECOI area often in-



volve continuous spatial information, which is hard to communicate
using static annotations and images.

Tseng et al. [20] present a system which not only preserves respec-
tively correct annotations, but additionally visualizes the continuous
position and orientation of the recorded user’s head and hands. This
provides the minimum of continuous information to perceive the
movements of the user’s head and hands over time. In the work
of Tsang et al. [19] an AR system is developed which can record
multimodal streams of annotation data, including viewpoints, voice
and gesture information. After a recording is complete, users can
save or replay the annotation session.

While the majority of the literature focus on general concepts
providing proof-of-concept prototypes, others show how to apply
asynchronous collaboration methods to specific domains. Poelman
et al. [16] present a system for crime scene investigators with remote
support from experts. Although their main focus is on synchronous
collaboration during the investigation, the authors also discuss a
recording option to support a later review of the investigation re-
search by judges. Marques et al. [13] present a collaboration system
for maintenance tasks for the industrial area. Their system enables
remote experts to support on-site technicians with augmented anno-
tations during synchronous as well as asynchronous sessions.

2.2 Manual Task Instructions in Remote Collaboration
with AR

Since there are not many publications approaching manual tasks
in asynchronous remote collaboration, literature addressing asyn-
chronous and synchronous collaboration is considered in this section.

Oda et al. [15] address the challenge of spatial referencing during
remote collaboration in industrial tasks utilizing virtual replicas of
physical objects in a work environment. The remote expert can place
annotations relative to the virtual replica and demonstrate manip-
ulations to the object in VR. Local workers can use AR to see the
annotations which are matched accordingly on the physical coun-
terpart of the virtual replica, as well as the expert’s demonstration.
Although hand gestures are not utilized in the work, the authors
emphasize that traditional approaches using voice or video streams
are not sufficient for remote guidance, especially for operations that
require spatial referencing and demonstrated actions [15].

Yound et al. [24] present an approach to share hand gestures
during video calls. A local user sends their camera stream and
device orientation to a remote user’s VR Head Mounted Display
(HMD). The remote user’s hand gestures and their spatial orientation
are tracked and can be shared with the local user overlaying the video.
The pilot study showed an increased sense of presence compared to
live video calling without sharing spatial information. However, their
system does not support hand interaction with virtual or physical
objects like it is required in industrial tasks. Similar approaches with
shared hand gestures within a shared video stream is presented in
the work of Huang et al. [7, 8], which conclude that sharing hand
gestures seem to be a great improvement over previous 2D based
gesture systems [7]. Sasikumar et al. [17] further found that shared
gestures improve the feeling of co-presence and reduce physical
workload during remote collaboration tasks.

Remote collaboration approaches utilizing AR have been re-
searched by Wang et al. [21, 23]. Their user studies have shown that
gestures alone may be sufficient for simple tasks, while complex
physical tasks involving small objects benefit from a combination of
shared gestures and annotations. Furthermore, sharing hand gestures
of a remote expert to a local user can improve the interaction, co-
presence and task awareness during assembly tasks [23]. In a later
work, the remote user can interact with a virtual replica of the physi-
cal assembly parts and thus share interaction information with the
objects additional to the hand gestures. Their results show a great
potential of the shared gestures combined with Computer Aided
Design (CAD) models for assembly training applications [21].

With this work, we narrow the research gap in asynchronous re-
mote collaboration in virtual environments and present HoloHands,
as a concept to share immersive hand instructions in physical tasks
which are relying on spatio-temporal information. HoloHands com-
bines the strengths of immersive hand instructions on virtual objects
with benefits from asynchronous collaboration. In contrast to immer-
sive hand instructions from the presented related work, our concept
provides continuous 3D information of hand interactions with virtual
replicas of physical objects. This allows not only to comprehend
what should happen to the objects, but also which hand actions
are required to achieve this result. To extend this concept towards
asynchronous work, HoloHands can capture the physical hand in-
teractions with virtual objects, store the recordings, and playback
them with virtual hands interacting with virtual objects. This allows
following users to be guided by the virtual hands’ playback instead
of a present collaborator as in synchronous collaboration.

Furthermore, we contribute our lessons learned from our work
with the Hololens and provide helpful insights for future research.

3 CONCEPT

In this work, HoloHands - a concept for asynchronous collaboration
in remote manual tasks is presented. Our concept can be used with
AR HMDs for the collaboration between a remote expert providing
continuous spatial instructions and a local user working on a physical
task while viewing the instructions as depicted in Fig. 1. HoloHands
allows for the remote expert and local user to conduct their work
at different times, since the spatial instructions can be saved and
exported into files which can be loaded and viewed at any time.
Thus, this concept can support asynchronous collaboration on tasks
involving spatio-temporal hand instructions. As depicted in Fig. 1a,

(a) Concept (b) AR view

Figure 1: a) Asynchronous collaboration concept using HoloHands
and b) AR view on the HoloHands instructions.

the remote expert is able to see the virtual CAD representation of
the physical object for which he wants to create instructions through
the AR device. HoloHands supports hand tracking, thus the user can
simply use hand gestures to interact with the CAD parts. While the
expert is performing the maintenance task on the virtual object, his
motions and interactions are captured and stored into a record. A
record contains all required information to reconstruct the motions
of head and hands, gestures and the interacted objects as well as
their continuous position and orientation.

The local worker, as can be seen in Fig. 1b and Fig. 1a, can open
the record files with the AR application. By pressing the virtual play
button, the previously recorded instructions by the remote expert
can be viewed in the AR HMD. Fig. 1b shows the first person view
of the local worker during replay, viewing the head movements and
hand gestures as well as the interacted virtual objects of the remote
expert. While watching the immersive instructions, the local user
can simultaneously work on his physical task. Furthermore, the local
user can also create a record while processing his task and send the
record file back to the remote expert for review.



4 IMPLEMENTATION

HoloHands is based on the asynchronous capture and replay from
our previous work [14], in which the concept was implemented for
a VR assembly training application. In this work, the adaptation and
extension is presented, which was necessary to apply the concept in
AR applications capturing hand and finger motions. The implemen-
tation will be published on GitHub within an opensource template
for Asynchronous Collabroation in Immersive Environments (ACIE)
when a more mature state is reached.

4.1 Underlying System

The implementation of the CVE for spatio-temporal capture and
replay was made in Unreal Engine 4.26, where a VR player class is
mapping VR hardware sensor data to the virtual avatar and camera
motions. The VR hardware consists of an HDM, which is tracking
the head motions for the virtual camera rendering, and VR con-
trollers to track hand motions and user input actions. The avatar
consists of virtual hands, including three hand stances (open, want to
grab, grab) for interaction with virtual objects. CAD models can be
imported using the Unreal Engine Datasmith plugin and converted
to VR-interactable objects using the generate function of the Assem-
blyManager class. The capture and replay of user movements and
interactions with the virtual objects, is handled in the ReplayMan-
ager class, which can capture and play tracked data frame-by-frame.
The data is held in record data structures at runtime and contains
all required information to restore the recorded interaction, like the
position, orientation and state of the hands and of the interacted
objects. The RecordExporter class exports the records to text-based
files and import files to restore the record structure. The record and
replay functions of the ReplayManager can be triggered by pressing
the corresponding 3D Buttons with the virtual hands. During replay,
a ghost avatar is instantiated from the GhostActor class, consisting of
a virtual head and hands, which are animated by the record playback.
If an interaction with objects was recorded, the ReplayManager also
creates and animates replicas of the objects. Created objects during
replay have a transparent ghost material.

A first prototype was successfully tested in user experiments on a
standalone Oculus Quest 2 VR HMD [14].

4.2 Adaptations for HoloHands

To facilitate collaborative work in AR, several adaptations had to
be done. First, support for the Microsoft Hololens 2 HMD, was
enabled by adding the Microsoft OpenXR plugin to the project. A
more significant adaptation to the concept was enabling of the hand
tracking feature. Since the Hololens does not use controllers for
user input, this was a necessary step to re-enable user interaction
with virtual objects. As a consequence, the recording data structure
was extended by hand tracking data, including the positions and
orientations of the 26 bone joints defining each hand. For replay
visualization of the hand tracking, a hand mesh based on the skeletal
bones was added to visualize the hand and finger motion. At last,
the transparent ghost material was replaced by an opaque material
for the head, hands and virtual objects to increase the visibility on
the passthrough AR Hololens device.

5 VALIDATION

The implemented HoloHands prototype was validated in a pilot
experiment including a spatio-temporal assembly task. While the
instructions were preliminarily created by the experimenters, the
experiment participants used these instructions to perform the as-
sembly. The experiment supposed to show whether an assembly can
be succeeded using the HoloHands instructions:

Hypothesis: HoloHands can be used in asynchronous collabora-
tion to communicate spatio-temporal hand instructions to succeed a
manual task.

5.1 User Experiment
For the experiment, 22 participants were recruited (10 female, 12
male) who were primarily students. Upon arrival, the subjects filled
out a questionnaire, containing general questions about the partici-
pants. The vast majority (18) of the participants were 20-30 years
old, two 30-40 and one younger than 20. Regarding their experience,
12 had already experimented with AR, 9 were trying AR for the first
time and one was using AR on a daily basis.

Preliminarily to the experiments, the HoloHands and PDF instruc-
tions were created by the experimenter. For the HoloHands instruc-
tions, the experimenter was performing the task while wearing the
Hololens 2 HMD. Therefore, the record button was pressed, and then
the assembly steps were simply demonstrated on the virtual objects.
The PDF instructions consisted of 2D photos of each assembly step,
which the experimenter had to capture after each step and reorganize
them into one instruction document in the post-processing.

During the experiments, participants were using the instructions
to perform two assembly tasks. Each task consisted from 57 wood
pieces of a Jenga game and had to be processed under both condi-
tions, one with HoloHands and the other with the PDF instructions.

To see the virtual representations of the real wood pieces which
were manipulated by the virtual hands in the HoloHands condition,
participants had to wear the Hololens 2 HMD. The PDF instructions
could be viewed on a desktop in the physical environment.

5.2 Preliminary Results
In the user experiments, the creation of the instructions was suc-
ceeded by the experimenter as well as the assembly tasks were
succeeded by every experiment participant for both modalities: Holo-
Hands and PDF. Naturally, HoloHands required more time compared
to PDF, due to its playback duration. Although, the HoloHands com-
pletion times (M = 11.78,SD = 2.05) of the subjects are distributed
in a wider range than in the PDF condition (M = 5.17,SD = 0.99),
no significant correlation could be found between completion time
and AR experience of the users.

To measure the accuracy of both conditions, the number of cor-
rectly assembled parts was counted for each task. The subjects were
able to achieve maximum accuracy by placing all pieces (N = 57)
into the correct position and orientation by the end of the task. A
statistical significant difference (Z = 2.69, p = 0.01) with a mod-
erate effect (r = 0.41) was found after carrying out a Wilcoxon
signed rank test. The accuracy of the HoloHands condition was
more scattered and in average lower compared to the PDF condition
(MHoloHands = 45.82,MPDF = 52.95). Nevertheless, it was possible
to reach maximum accuracy with both conditions during the experi-
ment, for 2 subjects with the AR condition and 5 subjects with the
PDF condition. Both subjects, who completed the tasks correctly
with HoloHands, also had no mistakes in the PDF condition.

After each task the subjects were asked to fill out questionnaires
to measure their subjective feedback. The included questionnaires
were: System Usability Scale (SUS), NASA Task Load IndeX
(NASA TLX) and three questions regarding the satisfaction with the
conditions in the After-Scenario Questionnaire (ASQ). Wilcoxon
signed rank test was used to compare the total scores of the Holo-
Hands and PDF conditions. Due to the preliminary character of our
work, no significant results could be found regarding the total scores,
while significant results could be found for a few single questions.
The detailed testing revealed a statistically significant difference
with a moderate effect for SUS4 (Z = 2.91, p =< 0.01,r = 0.44):

“I think that I would need the support of a technical person to be able
to use this guide” and SUS8 (Z = 2.54, p= 0.01,r = 0.38): “I found
the guide very cumbersome/awkward to use” (SUS). Furthermore, a
significant difference was found in the Performance dimension of
NASA TLX “How successful were you in performing the task? How
satisfied were you with your performance?” (Z = 3.04, p < 0.01) of
a moderate effect (r = 0.46) as well as the ASQ2: “Overall, I am



satisfied with the amount of time it took to complete the tasks in this
scenario”, with a significant difference (Z = 2.3, p = 0.02) and a
moderate effect (r = 0.35).

Additionally, the qualitative questions of our custom question-
naire revealed interesting subjective opinions. Regarding the con-
ditions, 60% (N = 13) of the subjects would prefer to work with
HoloHands over the PDF condition. The replay speed was “fine”
for 45% (N = 10) of the subjects, “fast” for 9% (N = 2), “slow” for
23% (N = 5) or “too slow” for 23% (N = 5). Many subjects (55%,
N = 12) had difficulties to see the virtual objects with the Hololens
device. Finally, one subject had a feeling of discomfort during the
task in the HoloHands condition.

More qualitative feedback, expressed by the participants, can be
found in section Sect. 7 along with the implications for future work.

6 DISCUSSION ON THE EXPERIMENT RESULTS

In related work, immersive instructions were found to be more ef-
fective and efficient compared to non-immersive instructions [7, 21].
Although the goal of our research is to add to their findings, at the
current state of our implementation, we cannot prove nor disprove
the hypotheses. Nevertheless, our prototype could successfully be
used in the preliminary experiments on asynchronous assembly tasks,
validating our hypothesis.

To evaluate the efficiency, for instance the completion time, in
future experiments HoloHands should be compared to time-based
instructions, like videos, instead to static PDF or photo instructions.

Regarding effectiveness, both conditions offer the possibility to
solve the assembly tasks with maximum accuracy, which confirms
that our HoloHands concept can be used for collaboration to per-
form on-site assembly tasks with asynchronous remote instructions.
Nevertheless, the PDF instructions seem to lead to better results,
although the PDF condition cannot be considered as a collaborative
condition. Users who could use the HoloHands instructions with
maximum accuracy were likely to achieve similar accuracy with
PDF instructions. Seldom, users achieved better accuracy with Holo-
Hands than with PDF instructions. The results regarding NASA
TLX Performance confirm this conclusion, the lower the accuracy,
the less satisfied the users felt with their own performance while
using the HoloHands instructions.

In related work, subjects using shared gestures in remote phys-
ical tasks perceived less physical workload compared to a remote
collaboration without hand gestures [17]. Since we did not find a
significant difference in the Physical Demand dimension of NASA
TLX between the conditions, we can neither confirm nor deny this
conclusion with our experiment results.

Furthermore, the SUS questionnaire revealed that HoloHands
are more “awkward/cumbersome” to use and convey the desire for
technical support. Thus, we conclude that our concept is not intuitive
to use at this development state. This again contradicts the findings
in the related work, where the combination of 3D CAD models and
hand gestures was perceived as more intuitive and expressive [21].

During the experiments, some participants expressed a “feeling
of beeing bored” and didn’t see the necessity of using HoloHands
instructions on “such a task”, “although AR was a great experience”.
We conclude that the chosen tasks were too easy to require and
benefit from spatio-temporal instructions, like HoloHands, since
each assembly action was relatively obvious to comprehend just by
seeing the result, like in the PDF instructions.

7 INSIGHTS FOR THE USE OF AR IN ASYNCHRONOUS COL-
LABORATION

During our research, we collected valuable qualitative data which
will help to improve our concept and prototype, and which we
also want to share with fellow researchers. Based on comments
given during the experiments and insights from our preliminary

experiment, our lessons learned and implications for future work are
summarized in this section.

7.1 Insights on the HoloHands Concept

In our validation, (64%) of the users would prefer to have both
modalities, with their own benefits for assembly tasks. Ideally,
having the flexibility of the PDF instructions, where the users are in
control over the assembly pace, combined with the ability in AR to
visualize the final location of each part in space without having to
rethink the orientation of the plan and objects. Additionally, some
participants disagreed whether the position and orientation of the
pieces could be better perceived in the PDF or AR modality, leading
to our recommendation to provide static simplified instructions for
an assembly preview combined with spatio-temporal instructions
showing the process and hand actions to get to the previewed result.

Occlusion and Visibility of the Instructions
A vast majority of users (82%, N = 18) who tested our application
reported difficulties to see the virtual objects. One reason was
occlusion by other virtual objects. Since the avatar instructions were
recorded and replayed from the same position, it was likely that the
avatar head would move into the user’s view in front of the virtual
objects on the table. Due to the transparent appearance of all virtual
objects in the Hololens, objects cannot be distinguished from each
other during occlusion. In particular, this effect is more likely to
occur for users who are smaller compared to the user who recorded
the avatar. Due to the transparency, working with the physical
environment was still possible, but also cumbersome. Furthermore,
the interaction with occluded virtual objects was nearly impossible,
and the instructions could not be followed.

Some users repositioned themselves to unergonomic poses to be
able to follow the hand instructions. As a result, 82% of the users
would rather not see the head at all. On the other hand, users who
were smaller than the avatar did not report any difficulty. Anyhow,
they were likely not to see the head of the avatar since it was located
above their field of view.

Similar issues leading to proxemic violations were also reported
in [3]. As a prevention, the user is not allowed to teleport to the
same position as the replayed avatar. We furthermore suggest, to
spawn the avatar beside the user during replay to avoid proxemic
violation and occlusion by the avatar.

77% (N=17) of the participants expressed their desire to be able
to distinguish objects being manipulated by the ghost from other ob-
jects within the virtual environment. In our experiment, all assembly
pieces had the same geometry and texture, and thus grabbed pieces
were difficult to distinguish from others. Furthermore, similar to the
avatar head, overlapping or occluded pieces were hard to recognize.

In [3] highlighting of what others see was recommended to
display relevant objects with a higher visual salience. To enhance
the visibility of virtual objects in passthrough AR, we also suggest
three improvements: First, the outlining of object edges should
improve the visual differentiation of overlapping objects. Based on
the user feedback, we recommend to additionally highlight grabbed
objects, for instant by a different colour, to indicate the interaction.
Finally, a location indicator for the hand instructions should be
added when they are out of the user’s field of view.

Control and Preview Options
While the PDF instructions were described as easy to control, the
AR instructions were experienced as “intuitive” to use and “more
ergonomic”. However, three participants were unsatisfied with the
speed of the AR instructions, while one participant perceived the
replay speed as “good”. However, we recommend adding more
playback options to provide more control to the users during the
instruction replay, like the selection of an individual playback
speed as well as rewind and skip functions. Furthermore, since it



was helpful for two participants to preview next steps in the PDF
instructions and see the final assembly, we also suggest considering
preview options when designing immersive AR instructions. Chow
et al. [3] have a similar conclusion and recommend extending the
playback timeline by visual or semantic delimiters additionally.

Accuracy of the gesture-based interaction
For the interaction with virtual objects, gesture-based interaction
was implemented utilizing the Hololens hand tracking. In our
preliminary tests, accuracy issues were encountered involving
the placement of virtual objects. Due to the frame-based gesture
recognition, it was significantly difficult to precisely superimpose
virtual objects with their physical counterparts. Grabbed virtual
objects are attached to the virtual hand and can be moved by moving
the hands. To release a grabbed object and place it in the VE a
gesture (opening the hand) must be recognized by the system. This
results in a delay between the user’s intention to release the virtual
object until it is actually released. During this delay, the virtual
object is still moved by the hand, leading to an offset to the intended
destination. The gesture-based placing accuracy was tested by
trying to superimpose two identical objects as depicted in Fig. 2a.

Overall, 40 measures were conducted for three different geome-
tries by the same user. During the tests, no object could be placed
to precisely superimpose the reference object. Furthermore, accu-
racy seem not to correlate with the time spent for a test run. As
expected, the sphere objects required less time for superimposition,
since the orientation didn’t have to be considered. With increasing
geometrical complexity, superimposition required more time. The
results obtained during the tests were spread over a range of 4 cm
for positioning and 10° for orientation of the virtual objects. Re-
garding the rotations, the deviations are mostly between 0° and 2.5°
For the position, the average positioning difference is around 1 cm.
We conclude that the gesture-based interaction is not satisfying for
applications relying on precise interaction with virtual objects, like
in industrial assembly applications with complex shapes, like gears,
casings or nuts. In [8] video-streamed hand interactions were not
sufficient for precise interaction on small objects, we can confirm
that gesture-based interaction is also struggling with issues. In fu-
ture work, other interaction concepts for precise placing of virtual
objects should be explored. A possibility is to add precise collision
volumes to the virtual objects, enabling precise push interactions by
the virtual hands. However, the creation of precise collision volumes
requires more time and computing power.

7.2 Insights on the Prototype Implementation

In the prototype implementation, recording of tracking data is frame-
based, which caused several issues during our experiments. Dif-
ferent devices may support different framerates and thus the replay
speed of the recordings will vary accordingly. In our case, a cross-
platform test was conducted, including an Oculus Quest 1 VR and
the Hololens 2 AR devices. On the Hololens the recording which
was previously created with an Oculus Quest was played back in
a much slower pace caused by the lower framerate of the AR de-
vice. To enable a replay in real time, the delta time between frames
should be recorded and considered during playback. This would
also enhance the cross-platform capability of the system.

Another issue is the blind spot between frames, which results in
inaccurate object placing. Missing data during gesture recognition,
especially when releasing a grabbed object, leads to a small delay of
the release action. As a result, the object will continue moving until
it is eventually released. Consequently, a precise placing of a virtual
object is nearly impossible, as discussed in Sect. 7.1.

As workaround, recording can be toggled by grab and release in-
teractions, which significantly adds to the complexity of the system.

7.3 Insights on the Hololens Device for AR Collaboration

During the user experiments, several problems occurred related to
the Hololens 2 device, in particular during the placement of virtual
objects and issues with specific models of glasses.

Shifting position of virtual objects
The Hololens relies on the continuous mapping of its environment
via depth sensors, which are affected by factors, such as light
intensity, reflections and plain environments. Thus, the localization
quality of the HMD within the physical environment varies, which
can lead to inaccurate cartography and therefore result in inaccurate
localization of the holograms. While the Hololens is constantly
improving its orientation within the physical space, it is not
uncommon that depending on the user’s point of view adopted
the virtual objects can be shifted, which we observed during our
experiments as depicted in Fig. 2b and Fig. 2c. For tasks which rely
on spatial accuracy, this characteristic is very problematic because
the user never knows which is the correct position of the object.
In applications relying on pose precision of virtual objects, we
recommend using active localization on the Hololens. However, this
either adds complexity to the system when implemented with optical
markers or requires more computing power if object detection
algorithms are utilized. Finally, if the HMD is correctly localized, it

(a) Superimposition (b) Frame t (c) Frame t +1

Figure 2: a) Accuracy tests of gesture-based grabbing and position
shift of holograms between two render frames, b) and c).

must also be correctly calibrated to the user’s interpupillary distance
(IPD). The IPD is highly individual and is also affected by the
orientation of the HMD on the user’s head. It is recommended to
calibrate the Hololens before each use to ensure its orientation and
IPD are correct for this instance. Furthermore, to utilize image
recognition, Microsoft recommends using the same angle for the
images to limit errors. During our work, marker detection was used
to localize the VE, as well as the IPD calibration for every use.
For tasks relying on spatial accuracy, the use of Hololens requires
precise prerequisites, making it troublesome to use in everyday work.

Issues with specific glasses
Officially, Hololens supports being used with glasses, however only
glasses with a single focal length seem to be correctly supported
[55]. During our experiments, several issues were reported by
subjects wearing glasses (45%, N=10) although being calibrated
for each participant. The participants reported a narrow field of
view, which was probably additionally narrowed by some glasses.
Depending on the volume of the glasses frame, it was not possible to
optimally position the HMD on the subject’s head, which can affect
the spatial localization of the virtual objects, as was previously
discussed. One participant reported a “slight tingling in the eyes”.
Another participant was not able to see the correct colors, reporting
that the “green and purple colors were irritating” and assumed a
connection to the coating of the glass lenses. Some glasses integrate
light filters, to reduce reflections, consequently that affects the
color perception of the virtual objects in the Hololens. Finally,
the Hololens uses the IPD in combination with the eye gaze to
optimize the positioning of the virtual objects on the display. Glass
lenses may induce deviations in the measurement which leads to a



misplacement of the projection and thus a blurred or double vision
for the user. A workaround to mitigate these effects while allowing
people with visual impairments to continue using the Hololens is
switching to contact-lenses. However, this is not always possible nor
desirable by the users. We recommend considering problems that
can occur due to glasses of the users, like more narrowed field of
view, color deviations, shift of objects due to a mismeasurement of
the IPD during the design of virtual experiences with the Hololens.

8 CONCLUSION AND FUTURE WORK

The presented HoloHands concept for asynchronous collaboration in
remote manual tasks facilitates the creation of immersive instructions
for manual tasks using AR HMDs and can be used as a commu-
nication method in asynchronous collaboration. The concept was
validated in a preliminary experiment, comparing it to a traditional
method for static 2D assembly instructions. In the experiment, all
participants were able to finish the tasks using HoloHands, approving
that the concept can successfully be used for asynchronous commu-
nication of hand instructions. In this paper, we outline the lessons
learned during our research and make important implications for fu-
ture work with spatio-temporal instructions and the Hololens device.
Further evaluation is needed concerning the creation process of the
HoloHands instructions, as well as the whole collaboration cycle,
with a focus on asynchronous interaction between the participants.
Since immersive instructions can outperform traditional instructions
in spatial tasks, we believe that HoloHands can become an efficient
and effective approach for asynchronous remote collaboration after
the implementation of the outlined improvements.
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