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ABSTRACT 

Structural health monitoring (SHM) is a crucial process that enables the diagnosis of the health state of civil and industrial 
smart structures through autonomous and in-situ non-destructive measurements. The focus of our study is on the damage 
classification step within the aeronautic context, where the primary objective is to distinguish between different damage 
types in composite plates. To achieve this, we considered three experimental damages - impact, delamination, and magnet 
- on an aeronautic composite plate embedded with a piezoelectric array and excited it using ultrasonic guided Lamb waves. 
We recorded signals resulting from pristine and damaged states and used three methods to create images from the raw 
recorded data. These methods employed Damage Indexes (DI) that compare signals in the healthy and damaged states for 
each actuator/sensor path. For the first two methods, images were directly created as pixel maps depicting DI distribution 
according to the actuator/receiver pairs over the plate. The last method applied the classical RAPID damage localization 
algorithm, generating damage localization maps associated with a given DI. The datasets generated by the two methods 
were fed into a Convolutional Neural Network (CNN) for damage classification purposes. Our study demonstrated that 
the best accuracy for the introduced methods was above 92% for different hyperparameters configurations, indicating their 
ability to perform the desired SHM damage classification task. The DI-based approach was much more efficient than the 
RAPID-based method, which was not intuitively expected. These findings contribute to the development of effective SHM 
techniques for aeronautic composite plates, paving the way for further improvements in this critical field. 

Keywords: structural health monitoring (SHM), damage index (DI), convolutional neural network (CNN), composite 
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1. INTRODUCTION

In the aeronautic industry, using materials that combine both lightness and robustness is essential as they represent a 
key to reduce the aircraft's weight but can also effectively improve the aircraft's strength and stiffness. Consisting of a 
matrix and a reinforcing phase, composites materials allow for high stiffness and resistance, and longue fatigue life. In this 
regard, composites are interesting for aeronautic applications and represent a major stake for the current and future 
aerospace applications. However, damage evolution and fracture behavior in composites remains a challenge work as they 
occur beneath the top surface and can be of different types (matrix cracking, impact damage, delamination, …). 
Continuously monitoring critical components is one of the solutions allowing to ensure the sustainability of the structure, 
mainly at the early stages of damage evolution. There are several methods that allow to identify and to monitor the damage 
evolution, most of which are part of Non-Destructive Testing (NDT) methodologies. Although effective, they require 
heavy equipment, are time consuming for large structures, and mainly involve human action. To allow for more flexibility, 
Structural Health Monitoring (SHM) procedures are emerging, which are focusing on investigating in real time and 
autonomously the health of complex structures [1]. For this to be done, embedding sensors and actuators throughout the 
structure has become an essential step for a SHM process. Piezoelectric elements, commonly used because of their size 
and cost, embedded inside the composite plies or bonded on top of composite materials during the manufacturing process. 
By means of Lamb waves (emitted and received by the piezoelectric elements) that will explore the entire composite 
structure and interact with potential damages, various sensors/actuators paths are excited to obtain damage-related 
information [2]. Corresponding signals are then processed and used for further monitoring applications. Damage Index 
(DI) that quantify the damage effect on a signal can then be computed for SHM purposes. These DIs constitutes the starting 
point of the present study focusing on the damage classification step. A few research works have shown that data from 
simulated or recorded signals could efficiently be used to train and test deep-learning algorithms for classifying damage 
cases in the context of the SHM of aeronautic composite structures. Machine learning techniques are very interesting in 
that context as they can learn the complex link between input and outputs so that reliable conclusions about structural 



safety may be drown. As an example, we can cite finite elements models providing vibration data transformed into 2D 
data that are then fed into Convolutional neural network (CNN) [3], or raw DI datasets used in a multilayer perceptron 
(MLP) classifier [4], a former version of artificial neural network (ANN). ANN refers to machine learning methods that 
use artificial neuron schemes based on biological neural network, that train their units by adapting their weights to a current 
processed output to a target output. By using the error prediction, the network aims to improve its accuracy regarding a 
classification task. ANN has proven its efficiency for damage detection issues on civil infrastructure such as bridge, or 
curtain walls structures [5]. Other Machine learning solutions are implemented in the literature, such as Least-squares 
support vector machine (LSSVM) [6], that shows better generalization results compared to ANN for the same limited 
amount of data. As these methods show good results for simple structures, CNN is shown to be suited to more various 
complex cases, from image classification and localization applied grandstand to computer-aided detection in medicine. 
Therefore, CNNs can learn the optimal features and classifier parameters to achieve SHM steps and can potentially 
outperform conventional machine learning methods in many problems.  

Figure 1. The work dataflow, from data acquisition and transformation into 2D images to CNN classification. 

The overall dataflow of the study is presented in Figure 1. First, the received signals will be processed to compute 
the DIs for various tested damage configuration. For each damage case, reference images will then be generated from these 
DIs, while on the other hand, a white Gaussian noise will be added to the reference signals to compute a new list of DIs. 
“Noisy” images will then be generated from these noisy DIs and then compared with the reference images in order to keep 
only images that are relevant for supervised learning. The process is repeated until there are enough images to form image 
collections for each damage. The images are then separated into training, validation, and test bases depending on the 
methods, and fed into a CNN to perform a classification task. The methods will finally be compared according to their 
performance. 
This paper objective is thus to study methods that are intuitive, easy to implement and efficient, allowing to transform raw 
Lamb waves signals datasets into 2D images collections through DI computation and to assess them through a CNN deep-
leaning process. The layout of this paper is as follows: Section 2 details the material and the experimental setup that was 
used to generate and collect data experimentally on aeronautic composites structures for three different damage types 
(impact, delamination, magnet). Section 3 then introduces the methods that were studied for 2D images generation from 
DIs. These images are then fed into a CNN whose performances on a classification task are discussed in Section 4. Finally, 
Section 5 summarizes the main conclusions. 



2. EXPERIMENTAL SETUPS AND IMAGES GENERATION METHODS

2.1 Lamb waves raw data acquisition 

The experimental data used here are coming from a previous study by the same team [7]. A complex composite aeronautic 
plate made of composite carbon epoxy is considered (see Figure 2). It is made with 4 plies oriented along [0°/ 45°/ 45°/ 
0°] and its dimension are 400x300 mm. A 5 piezoelectric elements array is used, and each element is bonded to the plate 
and acts sequentially as sensor and actuator in order to emit and receive Lamb waves signals. They are numbered from 1 
to 5 and have a 12.5 mm radius. In the study, three types of damage (impact, delamination, magnet) are considered as 
shown in Figure 2. 

Figure 2. Epoxy plate under study, where “dam1” refers to impact, “dam”2 refers to delamination and “dam3” refers 
to magnet damage. 

The first damage is made by an impact, the second damage is made by placing magnet from both sides of the plate, 
and the third damage is an artificial delamination achieved by placing a small Teflon tape between two composite plies. 
Lamb wave measurement process is described in detail in [7]. Lamb waves are used as they can travel across the plate and 
possibly interact with damages. The signals are 5 cycles “burst” with an amplitude of 10 V and a central frequency of 200 
kHz. The signals collected and emitted are composed of 1000 points, with 1 MHz sample frequency. For statistical 
purposes, 10 repetitions are performed for each signal. Signals are preprocessed with denoising using a discrete wavelet 
transform that decomposes the signal to be analyzed on a “morlet” wavelet basis to retain only a certain number of 
coefficients of this decomposition, and time aligned with a reference pristine state because of slight subsample time 
misalignment that the data acquisition hardware can induce.  
After each signal has been collected for all receiver-actuator pairs, damaged states signals are compared to the reference 
signals in order to compute 40 candidate Damage Indexes (DI) designed for damage detection. In section 5.2 of chapter 4 
of his PhD thesis [8], Briand studied families of DI on several test plates each with a different fatigue scenario 
(delamination, impact). The objective was to compute an average score of 3 sub-scores determining the coherence, the 
range, and the consistency of the DIs when faced with different scenarios. It was found that the DIs based on residual 
energy, as well as those based on signal correlation, are the most robust in terms of the variety of scenarios, environmental 
conditions, and geometrical uncertainties such as the exact position of the piezoelectric sensors. For the reference-damage 
configurations, 100 DIs can be computed (10 healthy signals versus 10 damaged ones), compared to only 45 DIs for the 
ref-ref comparison configuration, because redundant comparisons within the 10 available repetitions are discarded. 

2.2 Image base generation for different methods from DIs in order to feed a CNN. 

In this section, we will then describe methods that aim at creating 2D images based on previously computed DIs, the 
data augmentation technique that has been applied to increase the number of images per dataset, and finally the CNN 
architecture that was chosen for classification purposes. 
The methods that were developed in this study rely on the use of the DI datasets that were computed for each damage 
configuration. The key idea is that they use prior knowledge about the PZT positions to organize the 2D image in a manner 
that is coherent with respect to the acquired Lamb waves signals. For the first method, considering a damage at a given 
position, images are built in the following way: we place on the columns from left to right pixels related to the closest to 



and farthest actuator PZT from the damage. Pixels on the rows describe the same order as the column placing, but for the 
receivers. For instance, a pixel located at pixel block (3,4) would describe the DI between the third closest PZT to the 
damage acting as actuator and the fourth closest PZT to the damage acting as receiver, excluding the actuator we placed 
on the column as we do not consider actuator- receiver pair for the same PZT. So, each image consists of 4-pixel blocks 
in a row, and 5-pixel blocks in a column. As the standard deviation of the list of 100 DIs for a sensor pair is relatively 
small, each pixel is set as the mean of the 100 DIs repetitions. This average DI value being between 0 and 1, the pixel 
values are normalized by the maximum pixel according to a grayscale. When generating images with this method, we 
noticed a main issue. As the DIs are supposed to describe the deformation of a reference signal between two sensors, the 
method of pixel arrangement implies a form of grey level gradient from left to right and from top to bottom, but this is not 
observed in any image. Typically, the DI of the couple closest to the damage is not the pixel at the top left of the image 
when it should be. Furthermore, we used prior knowledge about the damage positions, but this information is generally 
unavailable for a SHM study. A method that uses experimental knowledge that the operator can manipulate and that is 
independent of the damage would therefore be more attractive in all respects. 
We turned to a method that maintains a similarity of image construction for different damages, which the CNN will be 
able to process, even if the position of the damages is not visually informed for an observer. 
The second method, called the sensor placement (SP) method, is very similar to the previous one and uses the placing of 
the sensors that is consistent regardless of the damage position. Images are made in the following way: we place on the 
columns from left to right pixels related to the leftmost to the rightmost actuator PZT of the plate, and pixels on the rows 
describe the same order as the column placing, but for the receivers.  
For example, a pixel located at (3,4) in the image matrix describes the DI between the third leftmost PZT of the plate acting 
as actuator and the fourth leftmost PZT on the plate acting as sensor, excluding the actuator we placed on the column as 
we do not consider actuator-receiver pair for the same PZT. The pixel values are the same as in the first method. As the 
physical meaning of the DIs is unchanged, we expect to see images like the damage proximity method, where the 
understanding of the pixel distribution is not intuitive with respect to the DI concept. Indeed, the resulting distribution of 
pixels is visually confusing, since a pixel does not represent a probability of damage at a given point on the plate, but a DI 
for a path between two sensors. But this will not represent an obstacle for learning. Indeed, although the physical meaning 
of the SP images is not obvious to us, images of each class do capture the spatial distribution of the sensors, which is 
constant over the course of the study cases. The underlying spatial information will be processed by a CNN through 
labelling of the learning base to discriminate the damages. 

For this reason, it would be interesting to implement the Reconstruction Algorithm for the Probabilistic Inspection of 
Damage (RAPID) method. This one gives a natural meaning to each pixel that makes up the images, each defining the 
probability of the damage being present. In addition to this, RAPID methods consider the distribution of the image points 
with respect to the sensors, and the physical meaning of the DIs will be used to construct visually understandable images 
for us and the CNN. The first RAPID implementation was proposed by Zhao et al [9] in 2007. To determine the location 
of damage, they assume that the probability of damage being at a given point on the plate is related to the rate of signal 
distortion between pairs of piezoelectric sensors, as well as to the positioning of the sensors relative to the point. The 
expression of the probabilistic distribution will not be detailed here but can be found in reference [9]. Images generated 
for both methods are show in Figure 3. 

In normal circumstances, the 40 available DIs would therefore provide us with 40 images per damage, which is clearly not 
enough to perform a supervised learning task such as a deep neural network. The network would rely too much on the 
training reference images and we would inevitably observe overfitting. We therefore need to apply an artificial but realistic 
method to generate more images from the original images. With this in mind, we chose to work with additive white 
Gaussian noise (AWGN), but in a different way to what is done in the literature. Indeed, the data augmentation techniques 
often implemented aim to work with the images in support, in order to generate new ones. We can mention flip, rotation, 
resizing, cropping, or adding noise directly to the source image. In our case, it will be the temporal signals that are modified. 
MATLAB makes it possible to add Gaussian noise directly to a signal, stored in our case in matrix. AWGN is characterized 
by its signal-to-noise ratio (SNR) whose expression is:  
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The AWGN models random noise distributed according to a normal distribution and simulates the background noise, 
caused for example by interference, of a physical channel, in our case the plate, which serves as an information transmission 
gateway between a transmitter and a receiver. It is therefore perfectly suited for this kind of situation. This model does not 
consider the attenuation of the signals between the sources, but given the centimeter distance between the sensors, this 
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phenomenon can be neglected. Signals for the 3 damages that were initially recorded were used to generate 40 reference 
images that we will call vanilla. At the same time, these signals were then used as a basis for applying AWGN that differ 
in SNR. A limit SNR above which signal noise does not create images that are sufficiently different from the references 
was found empirically. Signals are noised with SNRs below the SNR limit and then new DIs are generated and batches of 
40 (SP method) or 120 (RAPID method) noisy images are created per SNR value. We could generate 4 times more images 
for the RAPID method than for SP method because we could consider 4 subsets of sensor configurations: [1,2,3,4,5], 
[1,4,2], [2,4,5] and [2,3,5]. Images generated for the SP method and RAPID method with the noisy signals are shown in 
Figure 3. 

(a) 

(b) 

(c) 

Figure 3. SP vanilla (1) vs. noisy (2) images with AWGN for SNR=50.5 dB and for the DI Welch-based Power 
Spectral Density (WPSD). Damage is by delamination (a), impact (b) and magnet (c). RAPID vanilla (3) vs. noisy (4) 
images with AWGN for SNR=30, for the ‘CRC’ DI and the [1,2,3,4,5] sensor configuration. Damages are by delamination 
(a), impact (b) and magnet (c). For each damage, the red point indicates the real damage location on the RAPID image. 

For the SP method, it can be observed that according to the damage, the reference image and the artificially created AWGN 
image have the same structure and differ only in the light intensity of some pixel blocks. The main information in the 
artificial image, i.e., the white pixel that informs about the largest DI, is located at the same place and is of the same 
intensity as in the corresponding vanilla image. In a similar way to the SP images, it is observed here that the pixel 
maximum of the artificial RAPID images is located within a very small pixel radius compared to the reference images. 
The damage localization maps are broadly similar, some pixel protrusions are more pronounced in the artificial images, 
but the essential information of the position of the pixel maximum is common. After several batches for each method, we 
finally managed to generate 418 images per class for the SP method, i.e., 1254 images, and 460 images per class for the 
RAPID method, i.e., 1380 images.

Now that the image databases have been generated for these two methods, it is a question of moving on to the supervised 
learning stage in order to carry out a classification task, initially using neural networks created and learned from scratch, 
and then using an architecture database from the literature which has proved its worth and which will facilitate learning: 
the VGG16 network. Neural networks are increasingly used in the SHM literature because of their ability to autonomously 
inspect aging structures. Compared to traditional machine learning methods such as random forests, k-means or SVMs, 
the MLP-type networks can extract features from data to perform classification tasks. A perfectly trained network could 
be made to recognize damage classified into several classes without any human intervention. Despite the autonomy that 
this supervised learning method allows, one of the challenges is to optimize the computational time efficiently to perform 
SHM tasks. After flattening the features into a single vector in the last convolution layer, the fully connected hidden layer 
architecture of an MLP is involved. At the end of the last layer is an activation function, most often 'Softmax', which is 



used to determine the probability of the input belonging to a class. Thus, CNNs have architectures that have the role of 
distinguishing classes of data with a 3D representation, which is very suitable for a case study of SHM. The first appearance 
of a CNN architecture was the LeNet-5, proposed by Le-Cun et al. It was then followed by VGG16 by Simonyan et al. 
[10]. The full CNN theory will not be studied here but is detailed in [11]. We shall focus on the CNN architecture chosen 
and the hyperparameters setting. In a first step, we worked with a learning architecture from scratch presented in Figure 4. 
This network is mainly composed of 3 convolution layers with the addition of max-pooling, a filtering and information 
reduction steps necessary for the network:   

• C1: 32 filters 3x3 (activation=’RELU’, padding = ‘SAME’) + S2: max-pooling kernel 2x2 (padding=’SAME’,
stride=2)

• C3: 32 filters 3x3 (activation=’RELU’, padding = ‘SAME’) + S4: max-pooling kernel 2x2 (padding=’SAME’,
stride=2)

• C5: 32 filters 3x3 (activation=’RELU’, padding = ‘SAME’) + S6: max-pooling kernel 2x2 (padding=’SAME’,
stride=2)

Figure 4. Architecture of the CNN with 224x22 SP images as input, with C: convolution layer, S: max-pooling 
sampling step, FC: fully connected layer. 

The output of the S6 sampling layer is 64 feature maps of size 26x26. These feature maps characterize the elements of the 
image which define it in a unique way and allow it to be distinguished from other images. Their juxtaposition is used as 
input to a fully connected multi-layer neural network. This is done in a step called “flattening”, where all the maps are 
flattened into vectors and then juxtaposed. Now that the images have been processed and formatted, their new format is 
suitable for performing a classification task via an MLP whose composition is as follows: 

• FC6 (Fully connected) : 256 perceptrons (activation=’RELU’)
• FC7: 3 perceptrons (activation=’SOFTMAX’)
 The activation function SOFTMAX is used to represent the categorical law obtained at the end of the network, we associate 
a score to each output possibility, which we transform into a probability with the function. After classification, a loss 
function must be placed to determine the classification accuracy deviation for a given iteration. We have chosen the cross-
entropy function. The objective is to minimize the total prediction disorder with an algorithm that will update the weights 
of the network in such a way as to come as close as possible to a minimum of the loss function. This is achieved by a 
gradient descent algorithm whose efficiency can be influenced by changing the learning rate �, the step of the algorithm. 

2.3 Classification results 

For each image generation method, the folders containing the images for each damage shall be loaded, processed, and fed 
into a CNN architecture that may be from scratch or already existing. The results that will be studied will draw the loss 
function over the epochs, as loss value implies how poorly or well a model behaves after each iteration of optimization, 
and the accuracy metric as it is a measure of how accurate the model's predictions are compared to the true data. We will 
also compare the two methods in terms of learning time, as the temporal resources are a major stake in SHM procedure. 
Two alternative methods that aim at reducing temporal cost and achieve better accuracy will be applied, one using only a 
MLP model for the SP method, and the other exploiting the classification power of the pre-trained VGG16 architecture for 
both methods. The Table 1 Summarizes the results in accuracy and loss for the SP and RAPID methods and the settings 
that were used for learning over several training sessions. The total numbers of images are of the same order of magnitude, 
which allows comparisons based on the accuracy results. 15 training sessions were conducted for each damage to raise the 



Table 1. Results for the classification task for the two methods. 

Method 
name 

Total number 
of images 

Number of 
training 

data 

Number of 
test images 

Epochs Learning 
rate 

Average 
loss 

Average 
accuracy 

Sensor 
placement 

RAPID 

1254 

1380 

1003 

1104 

125 

138 

30 

30 

0.001 

0.01 

0.372 

0.915 

0.928 

0.511 

average information depicted in table 1. We observe that for the three classes classification task, the results seem 
significantly better for SP method, even though both datasets are limited. For the same epoch number, i.e., the same 
allocated time for the network to configure weights, accuracy is close to 1 for SP method while it has never exceeded 0.6 
accuracy for the RAPID images. However, we observe a relatively high loss with respect of that high accuracy for the SP 
images. This could be interpreted with the mathematical expression of the loss. When plotting a histogram of the loss 
function per samples, we notice that the loss is actually very low for most samples and there are few outliers with a 
consequent loss. Since the total loss is the average, we discern a high loss even though it is performing well on all but a 
few points. Optimal learning rate for RAPID method was found at 0.01 and used to conduct test. For the SP method, it was 
valued at 0.001. For the generation of the database, the generated images are quite large (656x875), as we wanted to keep 
as much information as possible for the RAPID images because, unlike the SP method images that could be reduced to 
4x5 because the arrangement of pixels in the form of a grey level block can be used to form images of size number of pixel 
blocks in width times number pixel of blocks in height. It would no longer be necessary to use CNNs, but to go directly to 
the flattening stage as the images are no longer as complex. The training would only concern one MLP to significantly 
reduce the training time. The MLP results for SP method CNN results for RAPID method are shown in Figure 4. 

 a)  b) 

Figure 5. a) Performance of a MLP with the SP method for � = �. �01, epochs = 500 and confusion matrix after 
transfer learning is applied and b) CNN performance with RAPID images for � = �. �01, epochs = 60 and confusion 
matrix obtained for RAPID method after transfer learning is applied. 

For the SP method, the accuracy is improved and the curves are smoothed. Correctly classified examples go up to 94%, 
which is at least a gain of 1% in accuracy compared to Table 1 results. Most importantly, the learning time is reduced by 
60. Over multiple tests, we save a considerable amount of time compared to the convolution architecture that is here
unnecessary. The network manages to minimize the classification error with a reduced image base in the order of a minute. 
For 60 epochs which gave the best results, accuracy is less satisfactory considering the RAPID method. For such a low 



learning rate, the network seems to converge, but barely achieved only 48% accuracy. This could be explained by the lack 
of data that led to overfitting, thus poor accuracy. The need to gather a large labeled database to achieve strong results was 
not successfully achieved mainly because of extremely expensive computational cost. When using transfer learning to 
overcome this issue, we obtained a decreased loss and an increased accuracy leading up to 95% of correct classification 
compared to the zero trained network, in only 30 epochs. The SP images show to fit well for this kind of task that is not 
too complex. The network manages to class efficiently the three types of damage, with few examples misclassified for the 
magnet damage. When performing other iterations, this confusion is not steady, the other two classes may be subject to 
misclassification. For the RAPID method confusion matrix in (b), we notice that impact damage has the best accuracy 
among the different classes. When we look at the image datasets for the other images, they are very similar to the impact 
damages when especially looking for the image generated for the other subset sensor configurations. The very resemblance 
of the images’ pixel envelopes to the impact class could be an explanation for both classes being classed as such. 

3. CONCLUSION

In our study, we utilized a Structural Health Monitoring (SHM) technique that employs ultrasound generated by 
piezoelectric sensor arrays for the classification process. Specifically, we developed and compared two methods, namely 
the Sensor Placement (SP) and the RAPID method, based on their classification performance in a Convolutional Neural 
Network (CNN). The results showed that the SP method consistently outperformed the RAPID method in the classification 
task. We observed no evidence of overlearning, and the loss function consistently decreased on both the validation and 
training datasets. Despite the limited amount of available data, the network output achieved an accuracy of over 90% in 
most trials. However, images obtained using the RAPID method failed to adequately distinguish between image classes, 
and the classifier could not exceed 60% accuracy despite the high temporal and spatial complexity of execution and the 
variety of parameter sets used. These suboptimal results can be attributed to the limited amount of data and the fact that 
the RAPID method was developed for localization tasks, and thus may not be optimally suited for this type of SHM task. 
Further work will focus on assessing the generalization power of the SP method by studying additional damage cases on 
a different stiffened plate, including variations of the damages studied in this paper. 
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