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Abstract

In modern manufacturing, machining remains a vital process for complex mechanical components. In particular, the aerospace industry extensively
employs high-feed milling techniques to machine complex geometries from nickel-based superalloys. This study focuses on the analysis and
modeling of high-feed milling for Inconel 718 in 2.5-axis machining. Its objective is to develop a generalized model of high-feed milling that
enables the prediction of surface topography. The proposed model integrates crucial geometric parameters of the tool and its exact kinematic
within the machine, along with tool and machine deflections caused by cutting forces. A key novelty of this research lies in its capability to
determine surface topography and its quality based on a generalized model, representing significant progress in the field of high-feed milling. To
validate the model, experimental efforts are measured to characterize the cutting forces and system deflections during machining. The developed
approach demonstrates its ability to model surface topography and to predict surface roughness. It also highlights the influence of tool and machine
deflection on surface quality. This research contributes to the advancement of the application of high-feed milling in aerospace manufacturing by
enhancing machining capabilities and improving part quality.
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1. Introduction

In the production of machined parts, surface quality plays
a crucial role. Therefore, modeling surface quality is essen-
tial. In numerous studies, phenomenological models are de-
veloped based on experimental analysis of surface quality, in-
cluding empirical laws [3] or the use of artificial neural net-
works and genetic algorithm [13]. However, these techniques
are limited to specific cutting conditions and cannot be gen-
eralized [2]. More generalized models are developed through
analytical modeling approaches relying on the numerical de-
termination of surface topography using algorithms such as Z-
buffer [14, 15] or multi-dexels methods [17] and are then val-
idated through experimental analysis of surface quality. These
approaches mostly consider the geometry of the tool using fi-
nite element method. However, in certain machining domains
such as micro-milling for the medical field where specific sur-
face qualities are required, analytical geometrical models of the
mills are developed, integrating specific geometric parameters
such as the run-out of the milling cutter [18]. Moreover, cutting
behaviors are considered in certain studies, such as the plowing
effect of the tool and elastic spring-back [16, 11] or the mini-

mum uncut chip thickness effect [18]. The mechanical behavior
of the tool or the machine is also considered in diverse studies,
including the modeling of its stiffness [4] or its dynamic behav-
ior [10, 5, 16]. However, such models require the prior model-
ing, of the cutting forces, which often relies on a mechanistic
approach [6, 8]. In a high-feed milling context, some studies
develop phenomenological models to predict surface quality,
which are hardly generalizable to different tools or cutting con-
ditions. A surface texture model for a two-edge cutting tool is
developed by [12]. However, similarly to the phenomenologi-
cal models, this model is hardly generalizable to different tool
geometries. Furthermore, the Z-buffer algorithms used for nu-
merical simulation of surface topography are computationally
intensive and do not easily enable the calculation of surface
topography across the entire machined surface. Nevertheless,
some methods have been developed to limit the computing time
using modern GPU architectures [1]. However, these methods
remain complex to implement due to the necessity of paralleliz-
ing calculations. In this study, a new generalized method for
modeling surface quality is developed, considering the precise
description of the cutting edges of a high-feed milling cutter
and the deflection of the tool and the machine under the cutting
forces.
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2. Geometrical model of the high-feed milling operation

2.1. Model of the high-feed milling tool

The IMX10C4FD10010C high-feed milling insert, manu-
factured by Mitsubishi Materials Corporation and used in this
study, is a toric tool with four cutting teeth and has a nominal
diameter D of 10 mm. Its maximum permissible depth of cut
is represented as apmax = 0.7 mm. By utilizing a curvilinear ab-
scissa parameterized as s, the Tool Envelope can be character-
ized within a polar tool frame Rtpol = (Ot, r⃗, t⃗, z⃗), with reference
to the nominal tool profile geometry illustrated in Fig. 1. The
Tool Envelope, denoted as

−→
TE, is described as follows:

−→
TE (s) =

(
Rg + rn sin

(
s

Rg

))
r⃗ + rn

(
1 − cos

(
s

Rg

))
z⃗ (1)

Here, rn represents the nose radius of the milling cutter, Rg rep-
resents the major radius of the toric envelope of the tool, and
Rlub represents the radius of the center lubrication channel.

𝑅𝑙𝑢𝑏 𝑅𝑔

𝑎𝑝𝑚𝑎𝑥

𝑂𝑡
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𝑧

𝑠
𝑟𝑛

Fig. 1. Profile definition of the high-feed milling tool

Assuming that the rake faces are planar and identical for
each tooth of the milling cutter, a reference rake face is rep-
resented using a reference Rake Plane

−→
RPre f which is con-

structed using two unit vectors u⃗ and v⃗ within the tool frame
Rt = (Ot, x⃗, y⃗, z⃗), alongside an arbitrary point M located within
the rake plane. The reference Rake Plane is defined as:

∀(a, b) ∈ R2,
−→
RPre f (a, b) = au⃗ + bv⃗ +

−−−→
Ot M (2)

Utilizing local rake angle γn and edge obliquity angle λs, the
reference rake plane is refined as:

u⃗ = sin γny⃗ + cos γnz⃗

v⃗ = cos λs x⃗ + sin λsy⃗
(3)

The rake faces of the tool are subsequently digitized using an
optical 3D measurement system Alicona InfiniteFocusSL. Fol-
lowing this, the rake planes associated with the different teeth
are determined using a mean squared error method in CATIA
V5, which allows the identification of the γn and λs angles.

The reference Cutting Edge
−−→
CEref can be defined as the inter-

section between the tool envelope and the reference rake plane.
This intersection operation results in the identification of the
change of variables ψ : s 7−→ (a, b), leading to the expression
of the reference cutting edge as:

−−→
CEref (s) =

(
−→
RPre f ◦ ψ

)
(s) (4)

In physical terms, the reference cutting edge is limited to the
center lubrication channel at x = Rlub and the maximum per-
missible depth of cut at z = apmax , which can be expressed as a

restriction on s such as s ∈ [smin, smax] = S where:
−−→
CEre f (smin) .x⃗ = Rlub

−−→
CEre f (smax) .⃗z = apmax

(5)

Finally, each cutting edge, denoted as
−−→
CEiZ and indexed by

iZ ∈ ⟦1,Z⟧, is defined in relation to the reference cutting edge
in the following manner:

−−→
CEiZ (s) = Rz

(
αiZ

)
.
(
−−→
CEref (s) + ∆xiZ x⃗ + ∆ziZ z⃗

)
(6)

Here, Z = 4 is the number of teeth of the milling cutter, and αiZ
denotes the relative angular position of the iZ-th cutting edge
with respect to the reference cutting edge, given by:

αiZ =
2π(iZ − 1)

Z
+ ∆θiZ (7)

Additionally, ∆θiZ , ∆xiZ and ∆ziZ represent the differential pitch,
axial run-out, and the radial run-out of the iZ-th cutting edge,

respectively. Throughout this study, Rk represents the direct ro-
tation matrix around the k-axis. Experimental procedures were
carried out to assess the axial and radial run-outs in situ employ-
ing a laser triangulation profilometer, but these measurements
did not yield precise results. Consequently, in this study, the
axial and radial run-outs are instead characterized using a tool
presetter Nikken E46L. It is assumed that any run-outs intro-
duced during the tool installation in the machine are negligible
in this context. Additionally, the milling tool used in this study
does not exhibit any differential pitch. However, it should be ac-
knowledged that its inclusion in the cutting edge model could
be a potential avenue for future research.

2.2. Surfacing operation model

In 3-axis milling, the trajectories of the cutting edges during
machining are contingent on the rotation −θ of the milling cut-
ter (θ ∈ T is defined positively in a counterclockwise direction)
and the tool-path

−→
T (θ) of the tool center Ot. The geometrical

Surface generated by the iZ-th Cutting Edge during the machin-
ing movement

−−−→
SCEiz which depict the trajectories of the cutting

edges throughout the machining process, are defined as follows:
−−−→
SCEiz (s, θ) =

−→
T (θ) + Rz (−θ) .

−−→
CEiZ (s) (8)

The above definition can be applied to any 2.5-axis trajectory.
However, for the purposes of this study, only a surfacing oper-
ation is considered, with a singular feed direction −X⃗ and suc-
cessive ip passes shifted in Y⃗ direction in the machine frame.
Moreover, to facilitate the algorithmic approach, the surfaces
generated by the cutting edges are distinctly separated for each
pass ip, as expressed below in the machine frame:

−−−→
SCEiz,ip (s, θ) =

−→
T ip (θ) + Rz (−θ) .

−−→
CEiZ (s)

with:
−→
T ip (θ) = −Z fz

θ

2π
X⃗ + ae(ip − 1)Y⃗ − apZ⃗

(9)

Here, ae represents the radial depth of cut of the tool, ap repre-
sents the axial depth of cut, and fz represents the feed per tooth.

2
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3. Machined surface model

3.1. Surface quality model

Formally, the height of the Machined Surface MS achieved
in 2.5-axis milling can be defined at any point (x, y) on the
workpiece as follows:

MS(x, y) = min
∀(iz,ip)

(
−−−→
S̃CEiz,ip (x, y) .Z⃗

)
where:

−−−→
S̃CEiz,ip (x, y) =

(
−−−→
SCEiz,ip ◦ ξ

)
(x, y)

(10)

In Eq. 10, ξ : (x, y) 7−→ (s, θ) cannot be explicitly formulated
due to the mathematically transcendental nature of the expres-
sions describing the surfaces generated by the cutting edges.
Consequently, the height of the machined surface also cannot
be explicitly expressed. In this context, this height is discretely
determined. An XY grid composed of points (xi, y j) is defined
within the machine frame. The height of the machined surface
is computed for each point on this XY grid using the method de-
scribed below. The objective of this method is to avoid solving
the implicit function ξ for each point on the XY grid by employ-
ing an interpolation method described below, which enables the
computation of the height of the machined surface at that spe-
cific point. Initially, for each tooth and each pass, the surfaces
generated by the cutting edges are segmented into localized
portions

−−−→
SCE|Piz ,ip ,Ks ,Kθ

determined based on the subdivisions
Piz,ip,Ks,Kθ

of theS×T space where (Ks,Kθ) ∈ ⟦1,Ns⟧×⟦1,Nθ⟧,
Ns representing the number of divisions along the cutting edge
and Nθ representing the number of divisions within the angular
rotation range (Fig. 2). Each portion has a curvilinear length of:

∆s =
smax − smin

Ns
(11)

Additionally, each portion covers an angular range given by:

∆θ =
θmax − θmin

Nθ
(12)

Here, θmax and θmin depend on the starting and ending points of
the surfacing operation.

Then, points Piz,ip,Ks,Kθ ,ks,kθ , (ks, kθ) ∈ ⟦1, ns⟧ × ⟦1, nθ⟧ are
calculated on each portion as follows:

Piz,ip,Ks,Kθ ,ks,kθ =
−−−→
SCE|Piz ,ip ,Ks ,Kθ

(Ks∆s + ksds,Kθ∆θ + kθdθ)
(13)

Here, ds =
∆s

ns − 1
is the distance between the points

Piz,ip,Ks,Kθ ,ks,kθ along the cutting edge and dθ =
∆θ

nθ − 1
the dis-

tance along the angular rotation range.
The points Piz,ip,Ks,Kθ ,ks,kθ are then utilized to define an inter-

polating function
−−−→
ŜCEiz,ip,Ks,Kθ

on each portion, denoted as:
−−−→
ŜCEiz,ip,Ks,Kθ

: (x, y) 7−→
−−−→
ŜCEiz,ip,Ks,Kθ

(x, y) (14)

Those interpolating functions are piecewise linear and are con-
structed on a mesh of the XY space, employing T3 elements.

In accordance with its prior definition (Eq. 10), the height
of the machined surface can be approximated by utilizing the

interpolating functions as follows:

MS(xi, y j) = min
∀(iz,ip)

 min
∀(Ks,Kθ)

(xi,y j)∈Diz ,ip ,Ks ,Kθ

−−−→
ŜCEiz,ip,Ks,Kθ

(
xi, y j

)
.Z⃗


(15)

whereDiz,ip,Ks,Kθ
represents the XY image domain of the corre-

sponding surface of the cutting edge (Fig. 2).
Within this methodology, the interpolating functions serve to

approximate the surfaces of the cutting edges. This approxima-
tion introduces a certain level of error in estimating the height
of the machined surface. Nevertheless, the selection of appro-
priate values for (∆s,∆θ, ds, dθ) allows to ensure that this error
remains limited to a negligible magnitude of 0.1 µm.

a b

Fig. 2. (a) surface
−−−→
SCEiz ,ip of the iZ -th cutting edge during one revolution of

the mill for the ip-th pass; (b) zoom on the interpolating function
−−−→
ŜCEiz ,ip ,Ks ,Kθ

associated to the portion
−−−→
SCE|Piz ,ip ,Ks ,Kθ

of this surface.

Throughout the remainder of this study, the machined sur-
face is computed for only a portion of the overall machined sur-
face. This portion corresponds to the theoretical wavelengths of
the machining process, which are Z fz in the feed direction and
ae in the direction of successive passes. Reducing the surface
in this manner allows for a more expedient computation of the
surface topography and quality. However, this model reduction
assumes that each pass is identical, with same tool angular posi-
tion at the start. While this assumption may not hold true during
actual machining, it is presumed that any differences between
each pass are random in nature. Consequently, if the number
of passes is sufficiently high, these random variations have an
insignificant impact on the overall surface quality.

Nevertheless, it’s important to note that in this study, the dis-
tinctions between passes are indeed considered. The topogra-
phy and quality of the machined surface are examined at a local
level, taking into account the variations between passes.

From the computation of the machined surface and in accor-
dance with the norm NF EN ISO 25178-2:2022, surface quality
can be described using various criteria including the arithmetic
mean height S a, the quadratic mean height S q, and the maxi-
mum height S z (in µm).

3.2. Run-out influence on the machined surface

Based on the machined surface model, numerical simula-
tions have been carried out to assess the impact of the milling
tool axial and radial run-outs on surface quality. Each of the
simulations presented in Table 1 has been conducted with and

3
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without run-outs (both axial and radial run-outs simultane-
ously), which have been previously determined.

For these numerical simulations, the XY grid points are
spaced at intervals of 6 µm, and the effective diameter of the
tool De f f is approximately equal to 5.87 mm. Consequently,
simulations No. 1 and No. 3 correspond to a cutting configu-
ration where 2ae < De f f , while simulations No. 2 and No. 4
correspond to a cutting configuration where De f f < 2ae.

Table 1. Numerical simulation parameters for evaluating the effect of run-outs
on surface quality.

Simulation number fz (mm/tooth/rev) ap (mm) ae (mm)

No. 1 0.2 0.155 2
No. 2 0.2 0.155 5
No. 3 0.3 0.155 2
No. 4 0.3 0.155 5

In simulations No. 1 and No. 3, when run-outs are consid-
ered, the surface roughness criteria are approximately 5 to 6
times higher compared to the case where run-outs are disre-
garded. Moreover, the surface topographies exhibit significant
differences in terms of both amplitude and wavelength (Fig. 3).
Similar effects are observed in simulations No. 2 and No. 4, al-
though these effects are relatively small in comparison to the
predominant ridges left by the tool envelope between consecu-
tive passes on the machined surface.

However, it’s worth noting that in the context of semi-
finishing or finishing operations where radial depth of cut is
low, accounting for run-outs is crucial for accurately modeling
surface quality and topography.

Furthermore, it is observed that the influence of radial run-
out on the machined surface is negligible compared to the im-
pact of axial run-out, primarily due to the significant difference
in orders of magnitude between the X (or Y) dimensions in mil-
limeters and the Z dimension in micrometers for the machined
surface. As a result, for the remainder of this study, only the ax-
ial run-out and its predominant effect on the machined surface
are considered.

a

With run-outs

Without run-outs

b

MS(𝑥, 𝑦)

Fig. 3. (a) surface roughness criteria graph for numerical simulations No. 1 and
No. 3; (b) machined surface topography (in µm) for simulation No. 3.

4. Modeling of the high-feed milling operation under cut-
ting forces

4.1. Mechanical model of {tool, machine} system

The machined surface model that was previously developed
considered only the geometry of the tool and the kinematics
of the machining process. However, in this study, the effect of
cutting forces on the machined surface, arising from the me-
chanical behavior of both the tool and the machine, is modeled.
The deflection of the system {tool, machine} is parametrized by
2 degrees of freedom in translation along X and Y and 2 de-
grees of freedom in rotation around X and Y (Fig. 4). Tension-
compression along Z is neglected due to the substantial rigidity
of the Z axis compared to the X and Y axes. The stiffnesses
associated with the 4 degrees of freedom are defined for an ar-
bitrary point M in the machine frame as follows:
• The linear stiffness along

(
M, I⃗

)
:

kvI (M) =
FI(M)
vI(M)

(16)

• The angular stiffness around
(
M, I⃗

)
:

kαI (M) =
FI(M)

tanαI(M)
(17)

Here, FI(M) represents the force applied to the system at point
M, in I ∈ [X,Y] direction.

𝑍

𝑋

𝑌

𝑂𝑚

𝐹𝑥

𝛼𝑥

𝑣𝑥

Deformed 
structure

𝑀 𝐹𝑦

𝛼𝑦

𝑍
𝑌

𝑋

𝑂𝑚

Fig. 4. parametrization of the system deflection: (a) along
(
M, X⃗

)
; (b) along(

M, Y⃗
)

The linear and angular stiffness properties are determined
through experimental characterization on a DMC65V 3-axes
milling machine (Fig. 5). Likewise, for the X or Y axis of the
machine, consecutive loading/unloading cycles are imposed on
the system at point M and recorded using a Kistler 9257A dy-
namometer. This is achieved by moving the tool into contact
with a highly deformable material (in this case, wood) through
CNC-controlled motion. The linear displacements of the sys-
tem relative to the machine frame are assessed at point M using
triangulation with a laser displacement sensor Keyence LKG-
32. Simultaneously, the X (or Y) axis of the CNC is measured
to account for any deformation in the structure associated with
the dynamometer. Subsequently, stiffness values are identified
via linear regressions. In a similar manner, the angular rota-
tions are characterized by measuring the local tangent of the
system with a laser profile sensor (Keyence LJ-V7060) to ob-
tain the local angular rotation around point M. In this experi-
mental setup, point M is situated at the interface between the
milling insert and its holder, where the tool geometry is cylin-
drical. This configuration is adopted to minimize the influence
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of the tool rotation around its axis on the laser measurements
when force is applied. However, it’s important to mention that
in this study, any differences in stiffness between point M and
the tip of the milling insert are assumed to be negligible due to
its relatively short length in comparison to the total length of the
system along the Z axis. The average stiffness values identified
from multiple cycles are summarized in Table 2, along with the
95% confidence interval identified during repeatability tests.

𝑀

System

Laser
Profile
Sensor
LJ-
V7060

Measure 
direction𝑍

𝑋

𝑌

𝑂𝑚

Laser
Sensor
LKG-
32 𝑀

Measure 
direction

𝑍

𝑌

𝑋

𝑂𝑚

Fig. 5. experimental setup for the identification of system stiffnesses: (a) angu-
lar stiffness along Y; (b) linear stiffness along X

Table 2. Identified linear and angular stiffnesses of the system

Axis Linear stiffness (N/µm) Angular stiffness (105 N)

X 4.51 ± 0.31 2.8 ± 0.39
Y 7.88 ± 0.11 2.7 ± 0.83

4.2. Experimental characterization of the cutting forces

To model the deflection of the system, the cutting forces Fx

and Fy exerted by the workpiece on the tool are characterized
during up milling of an Inconel 718 workpiece during surfacing
tests (Table 3). During these tests, the cutting forces along the
X and Y axes are measured using a Kistler 9257A dynamome-
ter, while the angular position θ of the tool is tracked using the
incremental encoder of the machine spindle (Fig. 6a). The mea-
surements of the cutting forces and the angular position of the
tool are synchronized at a rate of 100 kHz. Then, following the
approach by Ducroux et al. [9], the cutting forces are averaged
at each identical tool angular position for every tool revolution
during each pass of each test. Continuous functions Fx(θ) and
Fy(θ) are then obtained through local linear interpolation of the
measurements (Fig. 6b). For this characterization of the cutting
forces, the torques on the system resulting from the eccentricity
of the interface point between the Inconel 718 workpiece and
the cutting edges (where the cutting forces are exerted from the
workpiece to the tool) are not taken into consideration. There-
fore, for the sake of model simplification, it is assumed that the
cutting forces are applied to the tool at the intersection point
between the tool axis and the tool envelope.

Table 3. Test plan parameters for the characterization of cutting forces and the
evaluation of surface quality

Test number Vc (m/min) fz (mm/tooth/rev) ap (mm) ae (mm)

No. 1 25 0.2 0.155 2
No. 2 25 0.2 0.155 5
No. 3 25 0.3 0.155 2
No. 4 25 0.3 0.155 5

a

Test No. 1
𝑖𝑝 = 1
𝑖𝑝 = 2
𝑖𝑝 = 3

Test No. 3
𝑖𝑝 = 1
𝑖𝑝 = 2
𝑖𝑝 = 3

Test No. 2
𝑖𝑝 = 1

𝑖𝑝 = 2

Test No. 4
𝑖𝑝 = 1

𝑖𝑝 = 2

Feed direction

𝑋

𝑌

𝑂𝑚

𝑍

Fig. 6. (a) Inconel 718 test workpiece for the characterization of cutting forces;
(b) experimental cutting forces obtained during the third pass of experiment
No. 1. (mean forces over revolutions)

4.3. Mechanical model of the surfacing operation

The deflection of the system is incorporated into the surface
quality model by redefining the Surfaces Generated by The Cut-
ting Edges, where their trajectories are affected by the cutting
forces. In accordance with Eq. 8, the deformed

−−−→
SCEdefiz ,ip

are
defined as follows:
−−−→
SCEdefiz ,ip

(θ) = Ryαx
.Rxαy

.
(
Rz (δθ − θ) .

−−→
CEiZ (s) −

−−−→
Ot M

)
+
−−−→
Ot M +

−→
T (θ − δθ) +

Fx(θ)
kx

X⃗ +
Fy(θ)

ky
Y⃗

where: Ryαx
= Ry

(
atan

Fx(θ)
kαx

)
and: Rxαy

= −Rx

(
atan

Fy(θ)
kαy

)
(18)

Here, δθ represents the angular offset between the origin of the
spindle incremental encoder and the first tooth of the mill cut-
ter. This offset is experimentally determined for each test. The
previously developed method for modeling the machined sur-
face is then applied to these deformed surfaces of the cutting
edges for each test, enabling the modeling of surface topogra-
phy and quality while accounting for the deflection of the {tool,
machine} system.

4.4. Assessment of the surface quality model

To evaluate the surface quality model, the machined surfaces
obtained in each experimental test for cutting force character-
ization are digitized using an optical 3D measurement system
Alicona InfiniteFocusSL and are compared with the model re-
sults, considering the same geometric conditions, and cutting
forces. For simulations No.1 and No.3, the surface roughness
criteria generally match between the model and the measure-
ments (Fig.7a). However, differences in surface roughness crite-
ria tend to increase as the feed increases. While most of the ma-
chined surface height aligns between the model and measure-
ments, some ridges in the modeled surface are not present in
the measurements (Fig.7b), this mismatch could be attributed to
the oversight of the run-out evolution during machining. Addi-
tionally, the modeled surface topographies do not align with the
measurements in terms of wavelength. This discrepancy can be

5
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attributed to the absence of consideration for micro-geometrical
defects in the model [7].

For simulations No. 2 and No. 4, similarly to the study on
run-out effects on the machined surface, surface quality is pri-
marily affected by the predominant ridge formed by the tool
envelope between consecutive passes on the machined surface,
despite the presence of similar phenomena observed in simula-
tions No.1 and No.3. However, by simulating the model with
and without angular or linear stiffnesses, it is numerically ob-
served that the effect of the system linear stiffnesses on the ma-
chined surface is negligible in comparison to the effect of the
angular ones due to the significant gap in orders of magnitude
between the X (or Y) dimensions in millimeters and the Z di-
mension in micrometers for the machined surface. Furthermore,
it is numerically observed that the effect of angular stiffness on
the machined surface is of paramount importance when com-
pared to the case where the deflection of the system is not con-
sidered.

a
Measure Model

b

MS(𝑥, 𝑦)

Fig. 7. (a) surface roughness criteria graph comparison between experimental
data and the model; (b) machined surface topography (in µm) comparison be-
tween experiment No. 1 and the model

5. Conclusion and outlooks

This study introduces a comprehensive approach for mod-
eling surface quality and topography, which is built upon a
precise modeling of the milling tool cutting edges, includ-
ing their run-out and tool and machine deflections caused by
cutting forces. This characterization was experimentally con-
ducted. Through this model, numerical simulations were em-
ployed to assess the significant influence of axial run-out and
angular deflection of the tool and machine on the machined
surface, and consequently, on surface quality. Furthermore, ex-
perimental tests on Inconel 718 provided a mixed validation of
the model. Presently, the model relies on empirically measured
cutting forces. To enhance predictability of surface quality, it
may be advantageous to incorporate a mechanistic approach to
model cutting forces. This could involve integrating tool wear
effects into the cutting forces model [9] and considering its im-
pact on the micro-geometry of the cutting edges. Moreover,
tracking the run-out evolution during machining could provide
valuable insight on surface quality. Integrating a mechanistic
model of the cutting forces into the surface quality model would
enable coupling between the mechanics and the geometry of the

process. However, adopting a mechanistic approach will neces-
sitate the computation of uncut chip thickness, which cannot be
approximated using standard methods due to specific high-feed
characteristics [12]. The precise modeling of the cutting edges
developed in this study could however provide valuable insights
for the computation of uncut chip thickness.
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