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Abstract
Additive Manufacturing (AM) has known a substantial growth in recent years. More and more designers are interested in
using AM during the early design stages, and are not familiar with the opportunities provided by AM. Augmented Design
with AM Methodology (ADAM2) is a methodology which can help the designer to understand and exploit the potential of
AM. This methodology can be explained through inspirational objects to represent the opportunities of AM. However, due to
the substantial manufacturing expenses incurred in producing multiple sets of physical cubes of ADAM2 during the product
design process, this paper exploring the implementation of Augmented Reality (AR) technology as a cost-effective means
to showcase and demonstrate these cubes. This paper presents the integration of 14 cubes and AR and evaluates whether
virtual cubes could have similar performance as real cubes in terms of usability and AM potential. The digitalization of these
inspirational objects and their inter-action through AR is proposed to overcome the limits of physical objects during early
product design. Through a mobile device (e.g., smartphone) the user can interact through screen with virtual inspirational
objects. An AR application is developed to let users have interaction with 14 virtual cubes as similar with manipulating with
real cubes. Users could manipulate cubes and change their material with the markerless AR application. Then the prototyped
AR application is tested by experiment. The result shows the virtual cubes can achieved promising performance as similar
as the real cubes in the usability and demonstrating the potential of AM. In future work, experiments will be conducted to
examine the impact of early design on creativity.

B Jinxue Cui
jinxue.cui@ensam.eu

1 Arts et Métiers Institute of Technology, LCPI, HESAM
Université, 75013 Paris, France

2 Arts et Métiers Institute of Technology, LISPEN, HESAM
Université, 71100 Chalon-sur-Saône, France

123

http://crossmark.crossref.org/dialog/?doi=10.1007/s12008-023-01629-6&domain=pdf
http://orcid.org/0009-0000-7461-5057
http://orcid.org/0000-0002-4395-2154
http://orcid.org/0000-0003-2768-226X
http://orcid.org/0000-0001-5677-4257


610 International Journal on Interactive Design and Manufacturing (IJIDeM) (2024) 18:609–625

Graphical abstract

Keywords Additive manufacturing · Augmented design with AM methodology · Augmented reality · Product design

1 Introduction

Theworld is experiencing the fourth industrial revolution and
the digital transformation of business, commonly referred to
as Industry 4.0 [1]. The technologies associatedwith Industry
4.0 include AM, Artificial Intelligence, Big Data and Ana-
lytics, Blockchains, Cloud Computing, industrial Internet of
Things, and simulations, among others [2].

AM is the industrial term for the manufacturing of func-
tional ready to use end pasts [3]. In the Standard NF E
67-001 [4], AM is defined as the process of joining mate-
rials to make objects from 3D model data, usually layer
upon layer, as opposed to subtractivemanufacturingmethod-
ologies. Compared to traditional manufacturing, AM allows
for some limitations to be exceeded [5]. AM prospects new
opportunities and offers many possibilities for those compa-
nies that try to improve manufacturing efficiency.

Using AM, the complexity inherent to traditional man-
ufacturing can be eliminated; it is possible to enhance
existing products or even manufacture objects. A thorough
understanding of the specific manufacturing capabilities and
constraints of AM processes is required in order to take
advantage of these processes [6]. Lang [7] presented a
method called ADAM2, to assist designers in capturing the
creative potential of AM during the early stages of product
design. The author proposed 14 inspirational objects, known
as opportunities, aimed at introducingAM to a design session
so that creativity can be stimulated.

Product design is a core activity in product development
[8]. Whether or not a product design has been successful

will have an impact on the development and production of
the final product. Any errors or potential dangers not antici-
pated in the product design may result in a product redesign
or higher costs [9]. Therefore early stages of design are
very important as the design decisions can influence the
incurred cost [10]. With the digitalization of design infor-
mation, new technologies can be integrated so that designers
can review their designs more realistically [11]. This inte-
gration allows design team to collaborate in an interactive
environment. Interactive design is especially developed to
support the knowledge modelling in preliminary design. In
interactive design, the creation of a product is considered to
be constrained by three factors: the expert’s knowledge, the
end-user satisfaction and the realization of functions [11].

ADAM2 is a methodology to promote the generation of
creative solution and the exploitation of the potential of AM
during the early stages of design.

The AM opportunities offered by ADAM2 could assist
designers in developing a deeper understanding of AM dur-
ing the early stages of design. However, during the design
process, it is important to keep in mind that the production
of 14 inspirational objects requires a considerable amount
of time and money and is geographically limited during the
early stages of design.

The purpose of this paper is to propose a solution to over-
come the challenges, whichwould enable the 14 inspirational
objects of ADAM2 to be displayed through an AR applica-
tion, rather than the 14 physical objects. The contributions
of this work are summarized as follows:
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• This paper presents a general framework for exploringAM
opportunities through AR in early design phase. A com-
bination of AM, AR, and early design is proposed in this
framework.

• Based on the framework outlined above, the 14 opportu-
nities in ADAM2 are digitized using AR technology. We
developed an AR application that allows manipulating 14
cubes and changing the materials of the cubes. Using this
application, designers manipulate virtual cubes to obtain
knowledge about AM.

• An experiment is presented to test the prototyped AR
application. In the experiment, the usability and utility of
virtual cubes and real cubes are evaluated through ques-
tionnaires. According to the results, virtual cubes provide
a good alternative to real cubes in terms of usability and
potential for AM.

The remaining parts of this paper are organized as fol-
lows. Section 2 introduces the state of art to analyze the use
of AM in product design and the research on the combination
of AR with AM. Section 3 describes proposed approaches,
including a general framework for exploring AM opportu-
nity cubes through AR, a prototype AR application, and the
application’s function. Section 4 presents an experiment to
evaluate the virtual cubes and real cubes and analyze the
results of experiment. Finally, conclusion and recommenda-
tion for future work are given in Sect. 5.

2 State of the art

The paper illustrates the potential for AM to be used at the
early stages of product development by recurring to AR
technology. The purpose of this section is to analyze the
application of AM to product design as well as the combina-
tion of AR andAM in order to examine the advantages of this
combination and the reasons for adopting markerless AR.

2.1 AR for product design

Since 1960,ARhas been demonstrated, but has not been used
effectively [12]. With the development of related technolo-
gies, AR has once again become accessible to the industrials.
If combined with human abilities, AR could provide effi-
cient and complementary tools which can prove useful to
assist manufacturing tasks [13]. AR could support concur-
rent collaborative product design among the members of
a multi-disciplinary team [14]. AR has been used in many
fields, including gaming [15–19], education [20–23], medi-
cal [24–26] and industry [27–31]. AR applications have been
considered significantly helpful to improve efficiency.

AR offers the digital environment to designer. It supports
designer to interact with virtual designed product to simulate

its usage. Kim et al. [32] designed an application to assist
designers in the early design stages. This paper provided an
architectural design ideation platform in handheld devices
with AR. In Mourtzis et al. [11] AR technology was used to
advance visualization in product design. Engineers through
the AR supported design evaluation process, design errors
that could potentially lead to delays or even failure in the final
assembly of the radio-controlled car can be early diagnosed
and corrected. They modify the model based on the informa-
tion obtained from AR, and then use AR for evaluation. In
this way, by using the AR-supported design evaluation pro-
cess, it is likely to identify and correct any design errors prior
to the final assembly of the radio-controlled car.

2.2 AR for AM

Eiriksson explored by using AR system in an manufactur-
ing environment [33]. In addition to providing users with an
overview of the production floor, theAR interface can also be
used to control the thermal state of the nozzle that extrudes
liquid plastic, preview available models and choose which
should be printed, as well as control the carriage by using an
AR interface.

Kutej presented a smartphone application based on AR
to support the workflow of producing special components
based on AM. Based on virtual three-dimensional (3D)-
computer-aided design (CAD) models projected to the
intended installation site, the application facilitates evalu-
ation of individually engineered parts. In this way, problems
caused by inaccessible rawmeasurements or difficulty antic-
ipating movement of the produced parts can be detected, and
the number of time-consuming 3D print iterations can be
reduced [34].

The Design for AdditiveManufacturing (DfAM)method-
ology has been developed to enable consideration of the
specificities of AM during the design phase [35]. According
to Laverne et al. [36], Design with Additive Manufacturing
is an adaptation of Design with X. DfAM provides design-
ers with access to AM knowledge for them to consider the
specificities of AM in their design process [37].

In Lang et al. [10] a method is presented to assist design-
ers in capturing the creative potential of AM during the
early stages of product design. This method is referred to
as ADAM2. ADAM2 proposed 14 inspirational objects also
called opportunities (Fig. 1) aiming at introducing the poten-
tial of AM to a design session in order to stimulate creativity
[7]. Gibson et al. [3] defined the complexities of AM, which
encompass shape complexity, hierarchical complexity, func-
tional complexity, and material complexity.

The 14 inspirational objects (opportunities) of ADAM2

could stimulate designers’ understanding of the potential of
AM. However, producing them is a complex process, which
requires a certain amount of time and money. In addition, for
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Fig. 1 14 opportunities of ADAM2 [7]

online sessions of remote design creativity workshops the
exploitation of physical inspirational objects becomes diffi-
cult. All the online participants may not have these physical
inspirational objects and the interaction with the physi-
cal objects cannot be shared, understood and synchronized
among all participants. Therefore, the use of digital copies
for these inspirational objects seems crucial and unavoidable.
The digital mockups of these objects exist and it is necessary
to have computer aided design tools for manipulating them.
This may not be accessible for all participants due to the lack
of software or even skills of using them. Therefore, the use
of AR technologies seems obvious to let user interact intu-
itively with the digital inspirational objects that are naturally
embedded in the real world.

AR seems to be one of the key technologies for digital
transformation, being not only confined to the industrial areas
but applicable in the non-industrial areas [27]. According to
Azuma, there is a variation between AR and Virtual real-
ity (VR). VR completely immerses a user inside a synthetic
environment [38]. While immersed, the user cannot see the
real world around him [39]. In contrast, AR allows the user
to see the real world, with virtual objects superimposed upon
or composited with the real world. Therefore, AR supple-
ments reality, rather than completely replacing it [40]. Two
types of AR can be distinguished- one is called marker-based
AR, the other is calledmarkerless AR [41]. Formarker-based
AR, the marker can be 2D image or natural objects in the real
environment [39, 40]. Markerless can be achieved by many
different types of sensors, including GPS, gyroscopes, cam-
eras, hybrid vision, accelerometers andmany others [40, 43].

Marker AR would affect the user’s sense of immersion to
some extent. And marker AR is limited by the maker. Mark-
erless AR is likely to expand the applicability range being
less intrusive and usually requiring minimum or zero setup
effort of the final user [44].Markerless AR could promote the
realistic of the 14 virtual cubes. This paper proposes maker-
less AR to present the 14 opportunities, in order to overcome
the limitation that exists in marker AR.

The trend in AR libraries points towards increased use of
markerless AR [45]. Occlusion can also happen when used
tools and user hands block the line of sight from the camera
viewpoint to the markers, potentially causing tracking fail-
ures. Thus, a clear concern by researchers and industry arises
to provide markerless AR solutions [44, 45]. Usually, mark-
erless AR require little or no setup effort from the final user,
increasing their applicability range [44].

In this paper a markerless AR application is designed and
prototyped for designers that can introduce virtual inspira-
tional objects and put them related to real environment such
as on the table, on the wall, etc. User can freely interact with
them such as change the size, orientation, and move them
from one place (e.g., Table) to another place (e.g., Wall).

Gerbeau et al. used an AR application to present inspira-
tional objects. In this study designers could view and interact
with 14 virtual opportunities [48]. The application utilized
marker-based tracking technology, employing 14 cards (as
shown in Fig. 2) featuring the image, name, and description
of each opportunity as image targets to facilitate the presen-
tation of these 14 opportunities.

A series of 14 cards was created by Kaufmann to serve as
image targets for the application. The cards provide a short
explanation aswell as the opportunity’s name [48]. The appli-
cation could move the 14 opportunities in all 3 directions
(translation and rotation) by moving the card, visualize up
to 2 cubes simultaneously, change the material of the cube,
monitor the cube’s size and opacity, as well as enter inside
the cube (internal structure not available yet).

In the state of the art, AR is more commonly used
after production and AM manufacturing processes. How-
ever, despite its immense potential, AR remains somewhat
underutilized in the crucial early stages of product design.
Most research focuses on post-production and manufactur-
ing applications, neglecting the creative potential ofAR in the
initial design phases. This paper addresses this gap by explor-
ing the 14 AM opportunities introduced by ADAM2, aiming
to empower designers with a more profound understanding
of AM technology from the outset. This paper leverages the
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Fig. 2 The application made by Gerbeau [48]. a the marker-based tracking cards b the interface of the application

virtualization of these 14 cubes as a means to manipulate
design elements without the constraints of physical space.

And the interaction functions are limited in the AR appli-
cation for learning the AM knowledge. This paper aims to
provide an effective method to better demonstrate the poten-
tial of AM technology. Gerbeau’s application integrates AR
and AM to displays 14 ADAM2 cubes. However, there are
limitations in interacting with the real environment and only
2 cubes can be displayed simultaneously. In terms of user
experience, we expect the 14 cubes virtualized with AR tech-
nology to be closer to the real cubes. This paper presented an
innovative application that enables the manipulation of vir-
tual cubes, free from numerical restrictions. Let the virtual
cubes approach the experience of the real cubes, to a certain
extent, can replace the real cubes.

3 Proposed approaches

This paper addressed the development process of the pro-
posed approach as follows:

• Visualization ofCADModels: This paper initiated the pro-
cess by visualizing the CAD models of AM opportunities
within anAR environment, ensuring they closely resemble
real objects.

• EnhancedRealism throughmarkerlessAR:To improve the
virtual objects’ similarity to real objects in both manip-
ulation and visual appearance, the application utilizes
markerless AR technology.

• Integration of Functions: Building upon the CAD models,
this paper integrated the necessary functions into the AR
application, enhancing the user experience and interaction.

• Development Using Unity: The AR application was devel-
oped using the Unity platform, which provided the tools
and framework necessary for creating a seamlessAR expe-
rience.

• ARCore for Android Devices: Leveraging Google’s
ARCore, the application delivers AR experiences on

Android devices, ensuring accessibility and usability for a
broad range of users.

3.1 General framework for exploring AM
opportunity cubes through AR

Figure 3 shows the general framework for exploring AM
opportunity cubes through AR. First, the real environment is
scanned and reconstructed. Then, in the virtual environment
the exact geometry or approximate geometry (e.g., planes)
as same as real environment can be reached. Generally, AR
application throughARCoreorARKit to detect feature points
and planes in the real environment, continually improves its
understanding of the environment. Google’s AR platform
ARCore is designed so that a user’s smartphone can navigate
the realworld, interpret it, and interact with it through various
APIs (ApplicationProgramming Interface). TheARCore app
works primarily on Android phones running Android 7.0 or
later [49]. The AR application development kit (ARKit) was
launched by Apple around June 2017 [50]. The iOS-specific
kit allows users to develop AR applications for iPhones and
iPads running iOS 11 or later. Apple’s ARKit SDK is avail-
able to all iOS developers with an Apple developer account.
The most recent version, Apple ARKit 6, was introduced
at the Apple Worldwide Developers Conference (WWDC)
in 2022 [51].AR application through ARCore or ARKit to
detect feature points and planes in the real environment, con-
tinually improves its understanding of the environment. By
looking for clusters of feature points on common horizon-
tal or vertical surfaces, such as tables and walls, ARCore or
ARKit makes these surfaces available to your app as geomet-
ric planes.

The CAD models of AM opportunities (e.g., cubes) are
digitalized and become the mock-ups. Mock-ups related AM
are visualization by Unity, achieving the realistic embedding
and physical simulation. Based on the mock-ups related AM,
some interactions are added in the application.
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Fig. 3 General framework for exploring AM opportunity cubes through AR

• Manipulation Users can manipulate the cubes. For exam-
ple, moving the cubes from one plane to another plane and
rotating the cubes.

• Material assignment It is difficult to change cubes’materi-
als in the real world, while in the AR, users can change the
materials easily. Even, users can set different components
of a cube to different materials

• Deformation Set animation when grabbing Cubes, so that
users feel that cubes have deformation. Cubes present a
different amount of deformationwhen the user grabs them,
depending on the material. This feature makes cubes more
realistic.

• Dis/assembly Some cubes can be disassembled, and the
application allows users to disassemble and assemble
cubes in the software. This is similar to an assembly game
that will prompt when the user assembly is wrong. If the
user needs it, it can provide disassembly guidelines.

• Travel inside For cubes with complex structure, it is diffi-
cult to observe the internal structure in reality. In AR, the
size of the cubes can be enlarged, and the user can enter
the inside of the cubes to see their internal structure.

• Visualization the manufacturing process: Application can
display the production.

• Remote collaboration The application allows designers
to collaborate remotely, enabling design communication
to be unrestricted by distance. Application can add syn-
chronization function, assuring a real-time communication
among designers.

3.2 Prototyped AR application under the framework

Physical 14 opportunities require a certain amount of produc-
tion time and expense, and they are difficult to collaborate
remotely. Gerbeau [48] proposed to integrate AR and AM to
virtualize 14 cubes; however, some limitations were evident
such as: unable to enter the interior of the cubes to observe
the internal structure, a limited number of cubes to be placed,
and limited user interaction with cubes.

As opposed toGerbeau’s [48] AR applicationwithmarker
(14 cards), this paper utilizes markerless AR. In this way,
remote display will be easier and more convenient.

Several limits presented in the Gerbeau’s solution have
been overcome in the new AR solution presented in this
paper. The limit of instances for each inspirational object
(let’s call them cubes) that can be visualized simultaneously
was removed. At the same time, this application enhances
the interaction with cube. These changes facilitate a greater
immersion by designers in the cubes and enhance their under-
standing of AM’s potential in the early design stages.

3.3 Framework for AR application

The application is developed using a game engine Unity [52]
for 3D interactive virtual scene and the library ofARFounda-
tion for markerless AR tracking function. Package ARCore,
AR Foundation and XR Plugin Management in Unity are
used to achieve AR effects. AR Foundation allows users
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Fig. 4 Framework for AR
application

to design and develop AR platforms compatible for multi-
platform within Unity. This application contains selecting
cubes, moving and rotating cubes, and changing materials
for cubes.

Within this application, users can perform essential func-
tions such as cube selection, manipulation encompassing
movement and rotation, as well as material adjustments
for cubes. It’s important to note that not all functions out-
lined in the general framework have been fully implemented
in the current application. The primary contribution lies
in evaluating that the existing virtual cubes offer a com-
pelling alternative to their physical counterparts, particularly
in terms of usability and their potential applications in the
field of AM.

Figure 4 shows the development structure of application.
After digitizing the 14 cubes models, import 14 cubes CAD
models into Unity. In Unity, design the manipulation of
cubes.

Design the user interface and the development ofAR inter-
active functions according to the functional requirements.
The application has the function of changing the cubes mate-
rial.

3.3.1 Cube selection from the cube’s library

In Fig. 5a, the cube’s library is illustrated, and users can select
the cube by adopting this interface. Each option includes a
description, information, and a picture of the cubes. Once a
cube is selected, it will appear in the plane in the middle of
the screen as in Fig. 5b. Press and hold the cube to move it.
Click the blue confirm button, the cube will be placed on the

plane, and click the red delete button, the cubewill be deleted.
The default material for the cube is Gray white, and clicking
the yellow button in the middle will display the replaceable
materials for the cube.

3.3.2 Manipulation of virtual cubes

The application allows users to move and rotate cubes on the
plane, as showed in Fig. 6a. Press and hold the cube to move
it. Hold the cube with one finger and slide the other finger on
the screen to rotate it on the z-axis, as shown in Fig. 6b.

3.3.3 Material changes

Figure 7 is the interface of the material’s library. The cube
will change to that material once the user clicks on the card
of material. By using this software, it is possible to easily
alter the cubes’ materials. Figure 7b is setting the materials
to cubes. Figure 7c is changing the materials.

A comparison of the virtual cubes and the real cubes is
shown in Fig. 8. As can be seen, the virtual cubes closely
resemble the real cubes. Thewhite box contains virtual cubes,
whereas the black box contains real cubes.

4 Experiment

The aim of the experiment was to evaluate the similarity
of virtual cubes and real cubes in the process of selecting,
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Fig. 5 Cube selection from the
cube’s library. a cube’s library
b select one cube

Fig. 6 Manipulate cubes. a move
the cube b rotate the cube

Fig. 7 Material changes. a material’s library b setting the materials to cubes c changing the materials
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Fig. 8 A comparison of the
virtual cubes and the real cubes

Fig. 9 The structure of the experiment

Fig. 10 Training phase—the first task is to manipulate physical bricks

moving and rotation. This experiment comprised 3 compo-
nents: Training phase, Introduction, and Experiment phase.
The structure of the experiment is depicted in Fig. 9.

4.1 Training phase

The purpose of training phase was to make testers familiar
with the experiment process.

1. The first task was to manipulate physical bricks (see
Fig. 10).

• According to the pictures of left side, the participants
selected 3 bricks from the 6 bricks and putted them on
the pictures.

• Moved the 3 bricks to the pictures of the right side.
• Rotated each brick and observed the details.
2. The second task was to manipulate virtual bricks (see

Fig. 11).
• According to the pictures of left side, the participants

selected 3 bricks from the 6 bricks and putted them on
the pictures.

• Moved the 3 bricks to the pictures of the right side.
• Rotated each brick and observed the details.

4.2 Experimental phase

A brief introduction to AM and AR was provided.
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Fig. 11 Training phase—the second task is to manipulate virtual bricks

Fig. 12 Experimental phase—the first task is to manipulate real cubes

Fig. 13 Experimental phase—the second task is to manipulate virtual cubes

1. The first taskwas toManipulate real cubes (time= 7min)
(see Fig. 12).

• Selected 6 real cubes from the 14 cubes and putted them
on the pictures.

• Moved real cubes to the pictures of the right side.
• Introduced the AM opportunities represented by each

cube. Let users observed the details of cubes.
• Answered the questionnaire.
2. The second task was to Manipulate virtual cubes (time

= 3 min) (see Fig. 13).
• Selected 6 virtual cubes from the 14 cubes library and

putted them on the pictures.
• Moved real cubes to the pictures of the right side.
• Answered the questionnaire.

4.3 Questionnaire

Regarding measuring the acceptance of new technologies,
the Technology Acceptance Model (TAM) is a widely used
tool for this purpose [53, 54]. Mikropoulos presented the
utilization of an AR system for simulating sensory over-
load, a phenomenon commonly experienced by childrenwith
Autism Spectrum Disorders (ASD). Subsequently, an evalu-
ation of the AR system’s acceptance was conducted using a

variant of the TAM [54]. Rese used TAM to assess the level
of acceptance exhibited by users towards the mobile IKEA
catalogue application, which incorporates AR functionali-
ties, thereby providing an enhanced and interactive shopping
experience [55]. Hence, the utilization of the TAM as a tool
for the assessment of applications developed by AR technol-
ogy is feasible.

According to the basic TAMmodel, perceived ease of use
(PEU) andperceived usefulness (PU) of a technological inno-
vation are related to attitudes (AT) and behavioural Intention
to Use (B) toward utilizing the technology. It is additionally
proposed that PEU has an indirect positive impact on PU
[53, 54]. User acceptance has been measured by the inten-
tion to use an innovation or available system. Studies have
confirmed that there is a positive relationship between the
five constructs and the usefulness of the TAM model in pre-
dicting usage in general [55].

The basic TAMmodel is therefore useful in predicting the
application’s usage intention. The following is an explanation
of each TAM structure:

• Perceived ease of use (PEU): The degree to which a person
believes that using a particular system would be free of
effort [57].
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Fig. 14 Research model of TAM

• Perceived informativeness (PI): Perceived informativeness
can affect the perceived usefulness [58].

• Perceived usefulness (PU): The degree to which person
believes that using a particular system would enhance his
or her job performance [57].

• Attitude toward using (AT): Attitude can also be defined
by the positive or negative feelings felt by individuals in
performing behaviour [59].

• Behavioural Intention to Use (B): Behavioural intention to
use is a trend of behaviour that continues to apply technol-
ogy [59].

• The Fig. 14 flowed is research model of TAM.

The questionnaire included somequestions about theGeo-
metric Complexity (GC) of AM to evaluate the role of the
application in learning AM knowledge. All item scales were
measured on a 7-point Likert scale (with “1” = “strongly
disagree” to “7” = “strongly agree”) (see Table 1).

4.4 Results of the experiment

There were 19 participants in the experiment, ranging in age
from 21 to 51 (Mean= 27.9, SD= 7.3), as shown in Fig. 15.

As Fig. 16 shows, the questionnaire asks two questions
about the participants’ knowledge about AM and AR. 42.1%
of participants don’t know about the AM, 15.8% know it, but
never use it, 26.3% know it and have used it, and 15.8% are
experts. There are 10.5% don’t know about the AR, 10.5%
know it, but never use it, 68.5% know it and have used it, and
10.5%are experts.

The questions are summarized in Table 1. The table shows
the mean and standard deviation of scores for each question
in two sets of questionnaires. The questionnaire consists of
6 parts, perceived ease of use (PEU), Perceived informative-
ness (PI), perceived usefulness (PU), attitudes toward using
(AT), behavioral intention to use (B) and Geometric Com-
plexity (GC) of AM.

The following is the mathematical calculation of the
experimental results. MRj is the Mean of the jth question
for real cubes. MV j is theMean of the jth question for virtual
cubes.

MRj =
∑18

i=0 SRi , j
18

(1)

MV j =
∑18

i=0 SV i , j

18
(2)

where SRi , j is ith participant’s score on the jth question for
real cubes. SV i , j is ith participant’s score on the jth question
for virtual cubes.

σRj is the Standard Deviation (SD) of jth question for real
cubes. σV j is the Standard Deviation (SD) of jth question for
virtual cubes.

σRj =
√

1

18

∑18

i=0
(SRi j − MRj )

2 (3)

σV j =
√

1

18

∑18

i=0
(SV i j − MV j )

2 (4)

In order to compare the scores of real cubes and virtual
cubes in 6 parts, the Mean and SD of all questions under
each part are averaged to get the Mean and SD of each part.
{MR−6} represents the Mean value of the 6 parts of the real
cubes. {MV−6} represents the Mean value of the 6 parts of
the virtual cubes. {σR−6} represents the SD value of the 6
parts of the real cubes. {σV−6} represents the SD value of the
6 parts of the virtual cubes.

{MR−6} =

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

MR−PEU =
∑2

j=0 MRj

3

MR−P I =
∑4

j=3 MRj

2

MR−PU =
∑6

j=5 MRj

2

MR−AT =
∑9

j=7 MRj

3

MR−B =
∑11

j=10 MRj

2

MR−GC =
∑16

j=12 MRj

5

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

, {MV−6}

=

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

MV−PEU =
∑2

j=0 MV j

3

MV−P I =
∑4

j=3 MV j

2

MV−PU =
∑6

j=5 MV j

2

MV−AT =
∑9

j=7 MV j

3

MV−B =
∑11

j=10 MV j

2

MV−GC =
∑16

j=12 MV j

5

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

(5)
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Table 1 Summary of the questions

Questions Mean SD

Real
cubes

Virtual
cubes

Real
cubes

Virtual
cubes

Perceived ease of use (PEU) 6.96 6.49 0.19 0.89

I think the cube is easy to take 7.00 6.58 0.00 0.84

I think the cube is easy to move 7.00 6.79 0.00 0.54

I think the cube is easy to rotate 6.89 6.11 0.32 1.10

Perceived informativeness (PI) 6.53 6.00 0.80 1.45

I could observe the number of levels of cubes easily 6.68 5.95 0.58 1.47

I could observe the number of holes of cubes easily 6.37 6.05 0.96 1.47

Perceived usefulness (PU) 6.32 6.37 0.74 0.88

For me, the system has great value 6.26 6.53 0.81 0.61

Using the system would facilitate observing the details of cubes 6.37 6.21 0.68 1.08

Attitude toward using (AT) 6.26 6.46 0.94 0.76

I am positive about the system 6.32 6.32 0.95 0.82

The use of the system makes learning more interesting 6.11 6.47 1.10 0.77

I believe that using such a system in the product design is a good idea 6.37 6.58 0.76 0.69

Behavioral Intention to Use (B) 5.92 6.26 1.08 0.83

If 1 were to learn Additive Manufaturing in the future, I would use the system
immediately

5.79 6.21 1.18 0.92

I will recommend using the system to others 6.05 6.32 0.97 0.75

Geometrical complexity (GC) 5.55 5.81 1.13 0.93

I feel able to explain the opportunities of AM under GC to someone else 5.68 5.89 1.06 0.81

I feel able to give example of objects that take advantage of AM opportunities that are
relevant to GC

5.79 6.11 1.08 0.81

I feel capable of proposi ng ideas of innovative object exploiting the opportunities of
the AM relevant to GC

5.53 5.84 1.26 1.07

I feel able to recognize objects exploiting the AM opportunities related to GC 5.53 6.00 1.17 0.82

I think I have mastered the AM opportunities related to GC 5.21 5.21 1.08 0.92

Questions Mean SD

MR-6 MV-6 σR-6 σV-6

Perceived ease of use (PBJ) 6.96 6.49 0.19 0.89

Perceived informativeness (PI) 6.53 6.00 0.80 1.45

Perceived usefulness (PU) 6.32 6.37 0.74 0.88

Attitude toward using (AT) 6.26 6.46 0.94 0.76

Behavioral intention to use (B) 5.92 6.26 1.08 0.83

Geometrical complexity (GC) 5.55 5.81 1.13 0.93

{σR−6} =

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

σR−PEU =
∑2

j=0 σRj

3

σR−P I =
∑4

j=3 σRj

2

σR−PU =
∑6

j=5 σRj

2

σR−AT =
∑9

j=7 σRj

3

σR−B =
∑11

j=10 σRj

2

σR−GC =
∑16

j=12 σRj

5

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

, {σV−6} =

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

σV−PEU =
∑2

j=0 σV j

3

σV−P I =
∑4

j=3 σV j

2

σV−PU =
∑6

j=5 σV j

2

σV−AT =
∑9

j=7 σV j

3

σV−B =
∑11

j=10 σV j

2

σV−GC =
∑16

j=12 σV j

5

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

(6)
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Fig. 15 Ages of the participants

Fig. 16 Participants’ knowledge of AM and AR

Fig. 17 is the box plot of the experiment.
Through box plot, it is possible to more intuitively com-

pare the scores of each part of two questionnaires. For each
part, this paper calculates the Mean of each participant in
each part, and then draw the box plot of this part of the prob-
lem based on the data. In the following section, an example
will be provided of how to calculate the real cube data in the
PEU (

{
SR−PEU−plot

}
).

{SR} is the data of scores for real cubes, {SV } is the data
of scores for virtual cubes.

{SR} =

⎛

⎜
⎜
⎝

SR0, 0 · · · SR0, 16
.
.
.

. . .
.
.
.

SR18, 0 · · · SR18, 16

⎞

⎟
⎟
⎠, {SV } =

⎛

⎜
⎜
⎝

SV 0, 0 · · · SV 0, 16
.
.
.

. . .
.
.
.

SV 18, 0 · · · SV 18, 16

⎞

⎟
⎟
⎠

(7)

{SR−PEU } =
⎛

⎜
⎝

SR0, 0 · · · SR0, 2
...

. . .
...

SR18, 0 · · · SR18, 2

⎞

⎟
⎠ (8)

{
SR−PEU−plot

} =

⎛

⎜
⎜
⎜
⎝

∑2
j=0SR0, j

3

· · ·
∑2

j=0SR18, j
3

⎞

⎟
⎟
⎟
⎠

(9)

Then use this method to calculate all the scores for real
cubes and virtual cubes, and plot the box plot as Fig. 17.

In order to evaluate whether the virtual cubes can achieve
similar effects to the real cubes, this paper calculates the score
difference between each participant in the same problem in
the 2 questionnaires, as the Fig. 18 shows. In the following
section, an example will be provided of how to calculate the
Score difference in the PEU ({�R−PEU }).

{�R−PEU } =
∣
∣
{
SR−PEU−plot

} − {
SV−PEU−plot

}∣
∣ (10)

Then use this method to calculate all score difference
between real cubes and virtual cubes, and plot the box plot
as Fig. 18.
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Fig. 17 Box plot of the
experiment

Fig. 18 Score difference between 2 questionnaires

In the parts of PEU and PI, real cubes received higher
average scores than virtual cubes, indicating that participants
found the real cubes easier to use and more useful. The par-
ticipants of the experiment also reflected that in the case of
selecting, moving, and rotating, the real cubes is better oper-
ating. This is also the part that needs to be improved in the
future application. The PI score for virtual cubes was slightly
lower due to the need for participants to move their phones
closer to see details.

Virtual cubes were rated higher in PU, AT, B, and GC,
indicating that participants believed that using virtual cubes
enhanced job performance, elicited more positive feelings,
promoted continued technology use, and effectively con-
veyed AM-related knowledge. As the score of PU shows that

participants believe that using virtual cubes would enhance
his or her job performance. The score of AT shows they have
more positive feelings by using virtual cubes. The score of B
shows a trend of behavior that continues to apply technology,
in this respect, virtual cubes perform better. The questions
of GC are to focus on the cubes to help users understand
AM-related knowledge. Virtual cubes perform better in dis-
playing AM related information. Participants’ feedback also
indicated that they felt the virtual cubes were more helpful
in understanding AM-related knowledge.

To assess whether virtual cubes could achieve similar
effects to real cubes, the paper calculated the score difference
between participants’ responses in the two questionnaires.
The result of the score difference is explained that virtual
cubes can achieve similar effects to the real cubes.

In summary, the experiment revealed that while real cubes
were favored for ease of use and perceived usefulness in
some aspects, virtual cubes performed better in conveying
AM-related knowledge and eliciting positive attitudes and
intentions to use. The findings support the potential effec-
tiveness of virtual cubes in AR applications, with some room
for improvement in certain usability aspects.

5 Conclusion and perspectives

This article proposed a combination of AM opportunities
and makerless AR to virtualize AM opportunities. In this
prototype, the 14 inspirational objects were visualized using
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AR. In the application, users could have interactions with the
14 cubes. Additionally, the prototype reduced the amount of
time and money that must be invested.

As the results of experiment showed the application had a
good performance in each aspect. And, the results showed the
virtual cubes could achieve similar effects to the real cubes.
In perceived usefulness (PU), attitudes toward using (AT),
behavioral intention to use (B) and Geometric Complexity
(GC) of Additive Manufacturing, the score of virtual cubes
was higher than that of real cubes. Using AR to manipulate
virtual cubes of AM is a promising alternative method for
physical cubes.

The capabilities of the AR application were pre-
sented, including cube selection, manipulation, and material
changes. While these functionalities represented a crucial
foundation for the project, this paper acknowledged that
the application was currently limited in its scope. In the
future work, it will expand the application’s capabilities to
encompass the visualization of the manufacturing process
and remote collaboration, which are essential components of
the general framework for AM opportunity cubes through
AR.

In future, the application will add more interaction to the
application, making it more useful in the early design stages.
Based on the results of PEU and PI, the average score of real
cubes is higher than the score of virtual cubes. The future
application will improve the function of manipulation.
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