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A B S T R A C T

The aim of this article is to extend Moulinec and Suquet (1998)’s FFT-based method for
heterogeneous elasticity to non-periodic Dirichlet/Neumann boundary conditions. The method
is based on a decomposition of the displacement into a known term verifying the boundary
conditions and a fluctuation term, with no contribution on the boundary, and described by
appropriate sine–cosine series. A modified auxiliary problem involving a polarization tensor
is solved within a Galerkin-based method, using an approximation space spanned by sine–
cosine series. The elementary integrals emerging from the weak formulation of the equilibrium
are approximated by discrete sine–cosine transforms, which makes the method relying on the
numerical complexity of Fourier transforms. The method is finally assessed in several prob-
lems including kinematic uniform, static uniform and arbitrary Dirichlet/Neumann boundary
conditions.

1. Introduction

This work is concerned with the development of efficient numerical methods for solving problems of micromechanics in
heterogeneous materials. Fast Fourier transforms (FFT) based methods, introduced in the seminal paper of Moulinec and Suquet
[1], are a class of solvers that are commonly used in micromechanics to compute the local and overall fields of heterogeneous
(composite) materials and constitute an alternative to the finite element method (FEM) in problems governed by elliptic equations.
The three main advantages of FFT-based solvers are that (i) the numerical complexity of the method is in 𝑂(𝑁 log𝑁) (and is
therefore lower than the complexity of matrix-assembled methods), (ii) it does not require meshing operations since it is based on
voxelized images (that can be directly used from imagery techniques such as scanning electron microscopy (SEM) or tomography),
and (iii) it is adapted to parallel implementation as most FFT packages are designed for distributed-memory parallel machines [2].
The method proposed by Moulinec and Suquet [1] concerns periodic microstructures and is based on an iterative solution to an
integral Lippmann–Schwinger type equation, which can be solved using a fixed-point method (as done by Moulinec and Suquet [1]
and referred as the so-called basic scheme) or accelerated iterative schemes [3–7], which are more suitable for highly-contrasted
materials. In the context of periodic homogenization, the method has been successfully applied to a large class of (non-)linear
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problems, including, among others, anisotropic elasticity [1], J2-plasticity [1], crystal viscoplasticity [8], dislocation-mediated
plasticity [9,10], electrical conduction [3], piezoelectricity [11], porous ductile solids [12,13] (see the papers of Schneider [14],
Lucarini et al. [15] for a comprehensive review of FFT-based method applied to homogenization).

Periodic boundary conditions are intrinsic of the method as it is based on a description of the fields through Fourier series.
As a consequence, this method is not adapted in several problems of interest in micromechanics such as (i) materials with
non-periodic microstructures (such as fibrous networks and particular situations of polycrystalline materials) which requires to
periodicize the microstructures obtained from imagery techniques, (ii) higher-order homogenization1 with higher-order boundary
conditions [18,19], and (iii) transient problems such as elastodynamic with wave propagation [20] for which periodic boundary
conditions induce two traveling waves.

The extension of FFT-based solvers to non-periodic boundary conditions has been first proposed in the work of Gélébart [21],
devoted to elasticity problems subjected to Dirichlet boundary conditions, through the introduction of a buffer zone surrounding
the domain of interest. The complete cell, composed of the domain of interest plus the buffer zone, can be periodic so this technique
is based on standard FFT packages with periodic boundary conditions applied on the exterior of the buffer zone. Despite its ability
to apply correctly Dirichlet and also Neumann (see [22]) boundary conditions, this method requires (i) a larger unit cell than
the microstructure studied because of the (elastic) buffer zone and (ii) additional internal iterations to find the eigendisplacement
field at the boundary of the buffer zone. Mention has to be made to the works of Grimm-Strele and Kabel [23] and Monchiet and
Bonnet [24] which are based on mirror unit cells and can be used for uniform Dirichlet and/or Neumann boundary conditions. This
method, initially proposed by Wiegmann [25], takes advantage of the equivalence between particular symmetries of the unit cell
and boundary conditions on a portion of the unit cell, and can be related to discrete sine–cosine transforms.

Recently, an alternative method has been proposed for imposing non-periodic boundary conditions using explicitly discrete sine–
cosine transforms for uniform [26] or arbitrary boundary conditions [27–29], for problems of heterogeneous conductivity. The idea of
this approach is to split the solution field (e.g. the temperature field in thermal conductivity problems) of the elliptic problem into
a known term verifying the Dirichlet/Neumann boundary conditions and an unknown fluctuation term described by an appropriate
trigonometric series with no contribution on the boundary. The work by Paux et al. [29] concerns the conductivity of heterogeneous
materials subjected to mixed Dirichlet/Neumann boundary conditions2 and is based on a Galerkin discretization of the auxiliary
problem, using sine–cosine series as trial functions. The work of Gélébart [27], on the other hand, concerns the conductivity of
heterogeneous materials subjected to mixed Dirichlet/Neumann (and also periodic) boundary conditions and is based on a finite
difference scheme. Both approaches (Galerkin and finite differences based) rely on the use of discrete sine and cosine transforms
which can be computed using FFT packages and have thus a computational complexity in 𝑂(𝑁 log𝑁). It has been shown that both
methods lead to very similar results in terms of local and overall fields but they differ in terms of convergence; the convergence
rate of the Galerkin-based schemes scales linearly with the contrast, while the number of iterations to convergence is bounded
or slowly increases with the contrast using a discrete scheme [29] (see also [30]). Mention has to be made to the recent work
of Risthaus and Schneider [31], who extends the approaches for conductivity [26,28] to elasticity problems with kinematic uniform
boundary conditions using sine series (as a particular case of Dirichlet boundary conditions). It must be noted that discrete sine–
cosine transforms have also been used in the literature to solve efficiently the Poisson equation (discretized by a finite difference
scheme) instead of using matrix-inversion (see e.g. [32–34]).

The aim of this work is to develop a numerical method based on discrete sine–cosine transforms for heterogeneous elasticity
problems subjected to general non-periodic mixed Dirichlet/Neumann boundary conditions (including, as subcases, kinematic
uniform boundary conditions (KUBC) and static uniform boundary conditions (SUBC)). Thus this work extends the approach of Morin
and Paux [28], Gélébart [27], Paux et al. [29], restricted to conductivity problems, to elasticity. The main difference between
elasticity and conductivity equations is that elasticity involves higher-order tensors which will induce extra difficulties in the
resolution of the auxiliary problem, mainly due to the presence of cross derivatives in the equilibrium equations (see e.g. [25,26]).
The present method thus constitutes a direct extension of Moulinec and Suquet [1]’s method to general non-periodic boundary
conditions.

The paper is organized as follows. In Section 2, important results related to sine–cosine series and their associated transforms
are recalled. The numerical method for elasticity problems subjected to Dirichlet/Neumann boundary conditions is then presented
in Section 3. Finally, the numerical scheme is applied in Section 4 to several problems of heterogeneous elasticity including
homogenization under kinematic uniform or static uniform boundary conditions.

2. Sine–cosine series and associated discrete transforms

The resolution of the heterogeneous elasticity problem with arbitrary Dirichlet/Neumann boundary conditions will be based,
as in conductivity problems [27–29], on a decomposition of the solution field in a known (given) field verifying the boundary
conditions and a fluctuation field having no contribution on the boundary conditions. The approach followed in this work is based
on a Galerkin method, which requires the definition of a continuous trial function for the unknown field, described by half-range
or quarter-range sine–cosine series depending on the boundary conditions. Moreover, as in the periodic case [1,35], the elementary

1 Higher-order homogenization can be handled in the periodic setting in several cases, as done by Gélébart [16] by adding strain gradient components for
plates of beams or by Tran et al. [17] using the asymptotic expansion method.

2 The work of Paux et al. [29] extends Morin and Paux [28]’s approach, which was restricted to Dirichlet boundary conditions, to mixed Dirichlet/Neumann
boundary conditions.
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Table 1
Functions and coefficients defining the four mixed Dirichlet/Neumann boundary conditions on the faces 𝑥 = 0 and 𝑥 = 𝐿𝑥.

Boundary conditions 𝑔 and 𝑔 𝑘𝑖 𝛼𝑖 𝜉𝑖

DD 𝑓 (𝑥, 𝑦, 𝑧) = 0 ∀𝑥 = 0
𝑓 (𝑥, 𝑦, 𝑧) = 0 ∀𝑥 = 𝐿𝑥

𝑔(𝑥) = sin(𝑥)
𝑔(𝑥) = cos(𝑥)

𝑘𝑖 =
𝑖
𝐿𝑥

𝜋 𝛼𝑖 = 1 ∀𝑖 ≥ 0 𝜉𝑖 = 𝑘𝑖

NN 𝜕 𝑓
𝜕 𝑥 (𝑥, 𝑦, 𝑧) = 0 ∀𝑥 = 0
𝜕 𝑓
𝜕 𝑥 (𝑥, 𝑦, 𝑧) = 0 ∀𝑥 = 𝐿𝑥

𝑔(𝑥) = cos(𝑥)
𝑔(𝑥) = sin(𝑥)

𝑘𝑖 =
𝑖
𝐿𝑥

𝜋 𝛼0 = 1∕2
𝛼𝑖 = 1 ∀𝑖 ≥ 1

𝜉𝑖 = −𝑘𝑖

DN 𝑓 (𝑥, 𝑦, 𝑧) = 0 ∀𝑥 = 0
𝜕 𝑓
𝜕 𝑥 (𝑥, 𝑦, 𝑧) = 0 ∀𝑥 = 𝐿𝑥

𝑔(𝑥) = sin(𝑥)
𝑔(𝑥) = cos(𝑥)

𝑘𝑖 =
2𝑖 + 1
2𝐿𝑥

𝜋 𝛼𝑖 = 1 ∀𝑖 ≥ 0 𝜉𝑖 = 𝑘𝑖

ND 𝜕 𝑓
𝜕 𝑥 (𝑥, 𝑦, 𝑧) = 0 ∀𝑥 = 0
𝑓 (𝑥, 𝑦, 𝑧) = 0 ∀𝑥 = 𝐿𝑥

𝑔(𝑥) = cos(𝑥)
𝑔(𝑥) = sin(𝑥)

𝑘𝑖 =
2𝑖 + 1
2𝐿𝑥

𝜋 𝛼𝑖 = 1 ∀𝑖 ≥ 0 𝜉𝑖 = −𝑘𝑖

integrals arising in the weak formulation will be approximated using discrete sine–cosine transforms, which are intimately related
to the sine–cosine series [36,37]. It must be noted that discrete sine transforms (DST) and discrete cosine transforms (DCT) are
related to standard discrete Fourier transforms (DFT) through symmetry extensions; a given non-periodic signal can be periodized
by symmetry extension (that can be periodic or anti-periodic, and located an ending point or a half-element after) and the DFT
of this periodized signal corresponds to a DST or DCT depending on the symmetry extension (see [27]). We thus recall, following
the presentation of Paux et al. [29], important results related to sine and cosine series and their associated discrete transforms in a
generic framework.

2.1. 1-d case

2.1.1. Sine–cosine series in 1-d
We consider a function 𝑓 defined in the interval [0, 𝐿𝑥] and verifying either null Dirichlet or null Neumann boundary conditions.

Such function can be described by half-range or quarter-range sine–cosine series and written under the generic form

𝑓 (𝑥) =
+∞
∑

𝑖=0
𝛼𝑖𝐹𝑖𝑔(𝑘𝑖𝑥), ∀𝑥 ∈ [0, 𝐿𝑥], (1)

with 𝑘𝑖 some ‘‘frequency’’ parameter, 𝑔 a cosine or a sine function (depending on the type of boundary conditions) and 𝐹𝑖, 𝑖 ≥ 0,
the sine–cosine series coefficients given by

𝐹𝑖 =
2
𝐿𝑥 ∫

𝐿𝑥

0
𝑓 (𝑥)𝑔(𝑘𝑖𝑥)d𝑥, ∀𝑖 ≥ 0. (2)

The associated partial series of order 𝑁 (for every positive integer 𝑁) is then defined as

𝑓𝑁 (𝑥) =
𝑁
∑

𝑖=0
𝐹𝑖𝑔(𝑘𝑖𝑥), ∀𝑥 ∈ [0, 𝐿𝑥]. (3)

A summary of all functions and coefficients is given in Table 1 to cover all types of boundary conditions on 𝑥 = 0 and 𝑥 = 𝐿𝑥
(Dirichlet–Dirichlet (DD), Neumann–Neumann (NN), Dirichlet–Neumann (DN) and Neumann–Dirichlet (ND)).

Derivative rules associated with (1) can be written as
d𝑓
d𝑥 (𝑥) =

+∞
∑

𝑖=0
𝜉𝑖𝛼𝑖𝐹𝑖𝑔(𝑘𝑖𝑥), ∀𝑥 ∈ [0, 𝐿𝑥], (4)

d2𝑓
d𝑥2

(𝑥) =
+∞
∑

𝑖=0
−(𝜉𝑖)2𝛼𝑖𝐹𝑖𝑔(𝑘𝑖𝑥), ∀𝑥 ∈ [0, 𝐿𝑥]. (5)

In these expressions, 𝑔 is the dual function of 𝑔 (i.e. a sine function if the initial function is a cosine function and vice versa) and 𝜉𝑖
is the coefficient arising from the derivation (see Table 1).

2.2. Discrete sine–cosine transforms in 1-d

A function that is described by a sine–cosine series given by Eq. (1) relies on the computation of the associated sine–cosine
coefficients given in (2). For an arbitrary function 𝑓 , there is no analytical formula for calculating the integral in Eq. (2). The
discrete sine transform (DST) and the discrete cosine transform (DCT) provide the numerical integration3 of the coefficients defined
by Eq. (2), depending on the type of boundary conditions. An efficient computation of the coefficients of the DFT, DST and DCT is
classically done using fast Fourier transforms (FFT) [38].

3 This numerical integration is similar to the standard Discrete Fourier Transform (DFT) used for the computation of the coefficients of the Fourier series for
periodic functions.
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Table 2
Computational details of the Discrete sine–cosine Transforms.
BC Transform 𝐹𝑖 (𝑖 = 0,… , 𝑁 + 1) 𝑓𝑎 (𝑎 = 0,… , 𝑁 + 1)

DD DST-I
𝑭 = 𝑠𝐼 (𝒇 )
𝒇 = −1

𝑠𝐼 (𝑭 )

𝐹𝑖 =
𝑁+1
∑

𝑎=0
𝛽𝑎𝑓𝑎 sin

( 𝜋 𝑎𝑖
𝑁 + 1

)

𝛽0 = 𝛽𝑁+1 = 1∕2
𝛽𝑎 = 1 for 𝑎 = 1,… , 𝑁

𝑓𝑎 =
2

𝑁 + 1
𝑁+1
∑

𝑖=0
𝛾𝑖𝐹𝑖 sin

( 𝜋 𝑎𝑖
𝑁 + 1

)

𝛾0 = 𝛾𝑁+1 = 1∕2
𝛾𝑖 = 1 for 𝑖 = 1,… , 𝑁

NN DCT-I
𝑭 = 𝑐 𝐼 (𝒇 )
𝒇 = −1

𝑐 𝐼 (𝑭 )

𝐹𝑖 =
𝑁+1
∑

𝑎=0
𝛽𝑎𝑓𝑎 cos

( 𝜋 𝑎𝑖
𝑁 + 1

)

𝛽0 = 𝛽𝑁+1 = 1∕2
𝛽𝑎 = 1 for 𝑎 = 1,… , 𝑁

𝑓𝑎 =
2

𝑁 + 1
𝑁+1
∑

𝑖=0
𝛾𝑖𝐹𝑖 cos

( 𝜋 𝑎𝑖
𝑁 + 1

)

𝛾0 = 𝛾𝑁+1 = 1∕2
𝛾𝑖 = 1 for 𝑖 = 1,… , 𝑁

DN DST-III
𝑭 = 𝑠𝐼 𝐼 𝐼 (𝒇 )
𝒇 = −1

𝑠𝐼 𝐼 𝐼 (𝑭 )

𝐹𝑖 =
𝑁+1
∑

𝑎=0
𝛽𝑎𝑓𝑎 sin

⎛

⎜

⎜

⎜

⎝

𝜋 𝑎
(

𝑖 + 1
2

)

𝑁 + 1
⎞

⎟

⎟

⎟

⎠

𝛽0 = 𝛽𝑁+1 = 1∕2
𝛽𝑎 = 1 for 𝑎 = 1,… , 𝑁

𝑓𝑎 =
2

𝑁 + 1
𝑁+1
∑

𝑖=0
𝛾𝑖𝐹𝑖 sin

(

𝜋 𝑎(𝑖 + 1
2
)

𝑁 + 1
)

𝛾𝑖 = 1 for 𝑖 = 0,… , 𝑁
𝛾𝑁+1 = 0

ND DCT-III
𝑭 = 𝑐 𝐼 𝐼 𝐼 (𝒇 )
𝒇 = −1

𝑐 𝐼 𝐼 𝐼 (𝑭 )

𝐹𝑖 =
𝑁+1
∑

𝑎=0
𝛽𝑎𝑓𝑎 cos

⎛

⎜

⎜

⎜

⎝

𝜋 𝑎
(

𝑖 + 1
2

)

𝑁 + 1
⎞

⎟

⎟

⎟

⎠

𝛽0 = 𝛽𝑁+1 = 1∕2
𝛽𝑎 = 1 for 𝑎 = 1,… , 𝑁

𝑓𝑎 =
2

𝑁 + 1
𝑁+1
∑

𝑖=0
𝛾𝑖𝐹𝑖 cos

(

𝜋 𝑎(𝑖 + 1
2
)

𝑁 + 1
)

𝛾𝑖 = 1 for 𝑖 = 0,… , 𝑁
𝛾𝑁+1 = 0

We consider the 1-d domain of size [0, 𝐿𝑥], discretized uniformly with 𝑁𝑥+ 2 points. The spatial scale associated with the uniform
grid is thus 𝛥𝑥 = 𝐿𝑥∕(𝑁𝑥 + 1) we denote by 𝑥𝑎 = 𝑎𝛥𝑥 (for 𝑎 = 0,… , 𝑁 + 1) the grid points. The grid points values of function 𝑓 are
denoted by 𝑓𝑎 = 𝑓 (𝑥𝑎) (for 𝑎 = 0,… , 𝑁 + 1). The discrete transform associated to each boundary conditions4 can be written under
the generic form as follows

𝑭 = x(𝒇 ), (6)

where 𝒇 is the array of size 𝑁 + 2 containing the values of function 𝑓 at the grid points 𝑥𝑎 and 𝑭 is the array of size 𝑁 + 2
containing the values of the associated discrete transform coefficients 𝐹𝑖. The notation x(⋅) corresponds to the discrete transform
operator (with x = 𝑠𝐼 for the DST-I, x = 𝑐 𝐼 for the DCT-I, x = 𝑠𝐼 𝐼 𝐼 for the DST-III and x = 𝑐 𝐼 𝐼 𝐼 for the DCT-III, depending on the
boundary conditions, see footnote 3). The inverse discrete transform can be formally written as

𝒇 = −1
x (𝑭 ), (7)

where the notation −1
x (⋅) corresponds to the associated inverse discrete transform operator. In addition, the inverse transforms of

type I (sine and cosine) discrete transforms are type I (sine and cosine) discrete transforms multiplied by a factor 2∕(𝑁 + 1), while
the inverse transforms of type III (sine and cosine) discrete transforms are type II (sine and cosine) discrete transforms multiplied
by a factor 2∕(𝑁 + 1).

The expressions of all discrete transforms is given in Table 2. Interestingly, one can notice that the coefficients 𝐹𝑖 provide a
numerical approximation of the coefficients 𝐹𝑖 (of the associated cosine or sine series) through

𝐹𝑖 ≃
𝑁 + 1

2
𝐹𝑖, ∀𝑖 ≥ 0. (8)

Finally, it is interesting to note that the four discrete transforms can be put under the following generic form

𝐹𝑖 =
𝑁+1
∑

𝑎=0
𝛽𝑎𝑓𝑎 𝑔(𝑘𝑖𝑥𝑎), ∀𝑖 ≥ 0, (9)

where 𝛽𝑎, 𝑘𝑖, 𝛼𝑖 and 𝑔(𝑘𝑖𝑥) depend on the boundary conditions. In addition, the inverse transforms can be written as

𝑓𝑎 =
𝑁+1
∑

𝑖=0
𝛾𝑖𝐹𝑖 𝑔(𝑘𝑎𝑥𝑖), ∀𝑎 ≥ 0. (10)

2.3. The 3-d case

2.3.1. 3-d sine–cosine series
We consider a function 𝑓 defined in the prismatic domain 𝛺 = [0, 𝐿𝑥] × [0, 𝐿𝑦] × [0, 𝐿𝑧] and verifying null Dirichlet boundary

condition on faces 𝜕 𝛺D

𝑓 (𝑥, 𝑦, 𝑧) = 0, ∀(𝑥, 𝑦, 𝑧) ∈ 𝜕 𝛺D, (11)

4 DST-I encodes Dirichlet–Dirichlet, DCT-I encodes Neumann–Neumann, DST-III encodes Dirichlet–Neumann and DCT-III encodes Neumann–Dirichlet.
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and null Neumann boundary condition on faces 𝜕 𝛺N

𝛁𝑓 (𝑥, 𝑦, 𝑧) ⋅ 𝐧 = 0, ∀(𝑥, 𝑦, 𝑧) ∈ 𝜕 𝛺𝑁 , (12)

where 𝐧 is the outward normal to the boundary 𝜕 𝛺N (with 𝜕 𝛺N ∪ 𝜕 𝛺D = 𝜕 𝛺). Function 𝑓 can be described by a generalized 3-d
sine–cosine series as

𝑓 (𝑥, 𝑦, 𝑧) =
+∞
∑

𝑖=0

+∞
∑

𝑗=0

+∞
∑

𝑘=0
𝛼𝑥𝑖 𝛼

𝑦
𝑗 𝛼

𝑧
𝑘𝐹𝑖𝑗 𝑘𝑔𝑥(𝑘𝑥𝑖 𝑥)𝑔𝑦(𝑘𝑦𝑗𝑦)𝑔𝑧(𝑘𝑧𝑘𝑧), ∀(𝑥, 𝑦, 𝑧) ∈ 𝛺 , (13)

where the functions 𝑔𝑥, 𝑔𝑦, 𝑔𝑧, and the coefficients 𝛼𝑥𝑖 , 𝛼𝑦𝑗 , 𝛼𝑧𝑘, 𝑘𝑥𝑖 , 𝑘𝑦𝑗 , 𝑘
𝑧
𝑘 depend on the type of boundary conditions on each couple

of opposite faces5 (see Table 1), and 𝐹𝑖𝑗 𝑘 are the sine–cosine series coefficients, given by

𝐹𝑖𝑗 𝑘 = 8
𝐿𝑥𝐿𝑦𝐿𝑧 ∫𝛺

𝑓 (𝑥, 𝑦, 𝑧)𝑔𝑥(𝑘𝑥𝑖 𝑥)𝑔𝑦(𝑘𝑦𝑗𝑦)𝑔𝑧(𝑘𝑧𝑘𝑧)d𝑥d𝑦d𝑧, ∀𝑖, 𝑗 , 𝑘 ≥ 0. (14)

The partial derivatives of 𝑓 read
𝜕 𝑓
𝜕 𝑥 (𝑥, 𝑦, 𝑧) =

+∞
∑

𝑖=0

+∞
∑

𝑗=0

+∞
∑

𝑘=0
𝜉𝑥𝑖 𝛼

𝑥
𝑖 𝛼

𝑦
𝑗 𝛼

𝑧
𝑘𝐹𝑖𝑗 𝑘𝑔𝑥(𝑘𝑥𝑖 𝑥)𝑔𝑦(𝑘𝑦𝑗𝑦)𝑔𝑧(𝑘𝑧𝑘𝑧), ∀(𝑥, 𝑦, 𝑧) ∈ 𝛺 , (15)

𝜕2𝑓
𝜕 𝑥2 (𝑥, 𝑦, 𝑧) =

+∞
∑

𝑖=0

+∞
∑

𝑗=0

+∞
∑

𝑘=0
−(𝜉𝑥𝑖 )

2𝛼𝑥𝑖 𝛼
𝑦
𝑗 𝛼

𝑧
𝑘𝐹𝑖𝑗 𝑘𝑔𝑥(𝑘𝑥𝑖 𝑥)𝑔𝑦(𝑘𝑦𝑗𝑦)𝑔𝑧(𝑘𝑧𝑘𝑧), ∀(𝑥, 𝑦, 𝑧) ∈ 𝛺 , (16)

where 𝑔𝑥 is the dual function of 𝑔𝑥 (as defined in Table 1).

2.3.2. Discrete sine–cosine transforms in 3-d
The 3-d prismatic domain 𝛺 is discretized uniformly with (𝑁𝑥 + 2) × (𝑁𝑦 + 2) × (𝑁𝑧 + 2) points so that the spatial scales are

𝛥𝑥 = 𝐿𝑥∕(𝑁𝑥 + 1), 𝛥𝑦 = 𝐿𝑦∕(𝑁𝑦 + 1) and 𝛥𝑧 = 𝐿𝑧∕(𝑁𝑧 + 1). The coordinates of the grid points are denoted by 𝑥𝑎 = 𝑎𝛥𝑥 (for
𝑎 = 0,… , 𝑁𝑥 + 1), 𝑦𝑏 = 𝑏𝛥𝑦 (for 𝑏 = 0,… , 𝑁𝑦 + 1) and 𝑧𝑐 = 𝑐 𝛥𝑧 (for 𝑐 = 0,… , 𝑁𝑧 + 1). The values of the function 𝑓 at the grid points
are denoted by 𝑓𝑎𝑏𝑐 = 𝑓 (𝑥𝑎, 𝑦𝑏, 𝑧𝑐 ) (for 𝑎 = 0,… , 𝑁𝑥 + 1, 𝑏 = 0,… , 𝑁𝑦 + 1 and 𝑐 = 0,… , 𝑁𝑧 + 1).

Discrete sine–cosine transforms in 3-d are simply a composition of 1-d transforms in each spatial directions. The coefficients of
the discrete sine–cosine transform (𝐹𝑖𝑗 𝑘) of function 𝑓 are then given by (following the conventions of Table 2)

𝐹𝑖𝑗 𝑘 =
𝑁𝑥+1
∑

𝑎=0

𝑁𝑦+1
∑

𝑏=0

𝑁𝑧+1
∑

𝑐=0
𝛽𝑥𝑎 𝛽

𝑦
𝑏𝛽

𝑧
𝑐 𝑓𝑎𝑏𝑐 𝑔𝑥(𝑘𝑥𝑖 𝑥𝑎)𝑔

𝑦(𝑘𝑥𝑗 𝑦𝑏)𝑔
𝑧(𝑘𝑧𝑘𝑧𝑐 ), (17)

where the functions 𝑔𝑥, 𝑔𝑦, 𝑔𝑧, and the coefficients 𝑘𝑥𝑖 , 𝑘𝑦𝑗 , 𝑘
𝑧
𝑘, 𝛽𝑥𝑖 , 𝛽𝑦𝑗 and 𝛽𝑧𝑘 depend on the type of boundary conditions. Let us

denote by 𝑭 the array of size (𝑁𝑥 + 2) × (𝑁𝑦 + 2) × (𝑁𝑧 + 2) containing the discrete sine–cosine coefficients and by 𝒇 the array of size
(𝑁𝑥 + 2) × (𝑁𝑦 + 2) × (𝑁𝑧 + 2) containing the values of function 𝑓 at the grid points. The discrete transform (17) is then written as

𝑭 = xyz(𝒇 ), (18)

where x ∈ {𝑠𝐼 , 𝑐 𝐼 , 𝑠𝐼 𝐼 𝐼 , 𝑐 𝐼 𝐼 𝐼}, y ∈ {𝑠𝐼 , 𝑐 𝐼 , 𝑠𝐼 𝐼 𝐼 , 𝑐 𝐼 𝐼 𝐼} and z ∈ {𝑠𝐼 , 𝑐 𝐼 , 𝑠𝐼 𝐼 𝐼 , 𝑐 𝐼 𝐼 𝐼}, depending on the boundary conditions
applied on the 𝑥−faces, 𝑦−faces and 𝑧−faces, respectively.

The associated inverse transform reads

𝑓𝑎𝑏𝑐 =
8

(𝑁𝑥 + 1)(𝑁𝑦 + 1)(𝑁𝑧 + 1)
𝑁𝑥+1
∑

𝑖=0

𝑁𝑦+1
∑

𝑗=0

𝑁𝑧+1
∑

𝑘=0
𝛾𝑥𝑖 𝛾

𝑦
𝑗 𝛾

𝑧
𝑘𝐹𝑖𝑗 𝑘 𝑔𝑥(𝑘𝑥𝑎𝑥𝑖)𝑔

𝑦(𝑘𝑥𝑗 𝑦𝑏)𝑔
𝑧(𝑘𝑧𝑘𝑧𝑐 ), (19)

and it can be written as

𝒇 = −1
xyz(𝑭 ). (20)

A useful notation is finally introduced to account for dual mixed sine–cosine transforms. Assuming that the transform xyz(⋅)
corresponds to Eq. (17), then we denote by

𝑭 = xyz(𝒇 ), (21)

the transform defined by

𝐹𝑖𝑗 𝑘 =
𝑁𝑥+1
∑

𝑎=0

𝑁𝑦+1
∑

𝑏=0

𝑁𝑧+1
∑

𝑐=0
𝛽𝑥𝑎 𝛽

𝑦
𝑏𝛽

𝑧
𝑐 𝑓𝑎𝑏𝑐 𝑔𝑥(𝑘𝑥𝑖 𝑥𝑎)𝑔

𝑦(𝑘𝑥𝑗 𝑦𝑏)𝑔
𝑧(𝑘𝑧𝑘𝑧𝑐 ). (22)

The notation xyz defines the dual transform of 𝑥yz in the 𝑥-direction. For example, if xyz corresponds to the transform 𝑠𝐼 𝑠𝐼 𝑠𝐼 ,
then xyz corresponds to 𝑐 𝐼 𝑠𝐼 𝑠𝐼 .

5 There is a total of 26 = 64 different sine–cosine series in the 3-d case (corresponding to the 2 types of boundary conditions on the 6 faces).
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3. A fast numerical method for elasticity problems in heterogeneous media subjected to non-periodic boundary conditions

3.1. Equations of elasticity

We consider a problem of linear elasticity in a heterogeneous finite medium. The finite cell is a prismatic domain denoted by
𝛺 = [0, 𝐿𝑥] × [0, 𝐿𝑦] × [0, 𝐿𝑧] in 3-d and a rectangle denoted by 𝛺 = [0, 𝐿𝑥] × [0, 𝐿𝑦] in 2-d. Tensorial components refer to a system
of Cartesian coordinates (𝐞𝑥; 𝐞𝑦; 𝐞𝑧) in 3-d (and (𝐞𝑥; 𝐞𝑦) in 2-d).

The problem of elasticity consists in the computation of the elastic strain 𝜺(𝐮(𝐱)), stress 𝝈(𝐱) and displacement field 𝐮(𝐱), at each
point 𝐱 in 𝛺, for a given elasticity tensor field C(𝐱). Since the principle of the method is to prescribe the value of the solution field
or its normal derivative [29], we first consider mixed Dirichlet/Neumann boundary conditions on the components of the displacement
field 𝐮(𝐱), i.e.

⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

∀𝐱 ∈ 𝜕 𝛺D𝑥, 𝑢𝑥(𝐱) = 𝑢𝜕 𝛺D𝑥 (𝐱) (Dirichlet on 𝑢𝑥)
∀𝐱 ∈ 𝜕 𝛺N𝑥, 𝛁𝑢𝑥(𝐱) ⋅ 𝐧 = 𝐟𝜕 𝛺N𝑥

(𝐱) (Neumann on 𝑢𝑥)
∀𝐱 ∈ 𝜕 𝛺D𝑦, 𝑢𝑦(𝐱) = 𝑢𝜕 𝛺D𝑦 (𝐱) (Dirichlet on 𝑢𝑦)
∀𝐱 ∈ 𝜕 𝛺N𝑦, 𝛁𝑢𝑦(𝐱) ⋅ 𝐧 = 𝐟𝜕 𝛺N𝑦

(𝐱) (Neumann on 𝑢𝑦)
∀𝐱 ∈ 𝜕 𝛺D𝑧, 𝑢𝑧(𝐱) = 𝑢𝜕 𝛺D𝑧 (𝐱) (Dirichlet on 𝑢𝑧)
∀𝐱 ∈ 𝜕 𝛺N𝑧, 𝛁𝑢𝑧(𝐱) ⋅ 𝐧 = 𝐟𝜕 𝛺N𝑧

(𝐱) (Neumann on 𝑢𝑧),

(23)

where 𝑢𝜕 𝛺D𝑥 , 𝑢𝜕 𝛺D𝑦 and 𝑢𝜕 𝛺D𝑧 are the prescribed components of the displacement field (corresponding to the Dirichlet condition), and
𝐟𝜕 𝛺N𝑥

, 𝐟𝜕 𝛺N𝑦
and 𝐟𝜕 𝛺N𝑧

are the prescribed values for the normal derivative of components of the displacement field (corresponding
to the Neumann condition on the displacement field). The boundaries associated to the field 𝑢𝑥 (𝜕 𝛺D𝑥 and 𝜕 𝛺N𝑥) are necessary the
union of entire faces with of course 𝜕 𝛺D𝑥 ∪ 𝜕 𝛺N𝑥 = 𝜕 𝛺 (the same properties also hold for the boundaries associated to the fields 𝑢𝑦
and 𝑢𝑧).

It must be noted that standard Neumann boundary conditions in elasticity involve non-normal derivatives of the displacement
components, as they are applied through the normal stress vector, i.e.

𝝈(𝐱) ⋅ 𝐧 = C ∶ 𝛁𝐮(𝐱) ⋅ 𝐧 = 𝐅𝜕 𝛺N , ∀𝐱 ∈ 𝜕 𝛺N, (24)

where 𝐅𝜕 𝛺N is the prescribed surface force and we used C ∶ 𝜺 = C ∶ 𝛁𝐮, due to the minor symmetry of the stiffness tensor C.
Therefore, they cannot be treated by the present method as is. To overcome this issue, a thin external layer, with appropriate elastic
properties that remove non-normal derivative of the displacement field in the expression of the stress-vector, is added to the domain.
Expanding (24) on the boundary 𝑥 = 𝐿𝑥 (without loss of generality) leads to

⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

𝐶11𝑘𝑙(𝐿𝑥, 𝑦, 𝑧)
𝜕 𝑢𝑘
𝜕 𝑥𝑙

(𝐿𝑥, 𝑦, 𝑧) = 𝐹𝑥(𝑦, 𝑧)

𝐶12𝑘𝑙(𝐿𝑥, 𝑦, 𝑧)
𝜕 𝑢𝑘
𝜕 𝑥𝑙

(𝐿𝑥, 𝑦, 𝑧) = 𝐹𝑦(𝑦, 𝑧)

𝐶13𝑘𝑙(𝐿𝑥, 𝑦, 𝑧)
𝜕 𝑢𝑘
𝜕 𝑥𝑙

(𝐿𝑥, 𝑦, 𝑧) = 𝐹𝑧(𝑦, 𝑧).

(25)

The non-normal derivatives are then artificially removed by considering a modified elasticity law in the external layer, leading to
⎧

⎪

⎪

⎨

⎪

⎪

⎩

𝐶11𝑘1(𝐿𝑥, 𝑦, 𝑧)
𝜕 𝑢𝑘
𝜕 𝑥 (𝐿𝑥, 𝑦, 𝑧) = 𝐹𝑥(𝑦, 𝑧)

𝐶12𝑘1(𝐿𝑥, 𝑦, 𝑧)
𝜕 𝑢𝑘
𝜕 𝑥 (𝐿𝑥, 𝑦, 𝑧) = 𝐹𝑦(𝑦, 𝑧)

𝐶13𝑘1(𝐿𝑥, 𝑦, 𝑧)
𝜕 𝑢𝑘
𝜕 𝑥 (𝐿𝑥, 𝑦, 𝑧) = 𝐹𝑧(𝑦, 𝑧).

(26)

This modification is made by considering a modified elasticity behavior in the extra-layer, denoted by Clayer and defined by the
following tensor

𝐶 layer
𝑖𝑗 𝑘𝑙 =

{

𝐶𝑖𝑗 𝑘𝑙 if 𝑖 = 𝑙
0 if 𝑖 ≠ 𝑙 . (27)

One might remark that, contrary to the classical elasticity tensor, this modified tensor does not verify the minor and major
symmetries. Still, it is a positive definite tensor, which ensures that the problem is well-posed under Neumann boundary conditions.
For an infinitely thin extra layer, the modified problem is equivalent to the classical elasticity problem under Neumann boundary
conditions. In practice, a one voxel layer will be used.

The local problem to be solved is
⎧

⎪

⎨

⎪

⎩

∀𝐱 ∈ 𝛺 , 𝐝𝐢𝐯 𝝈(𝐱) = 𝟎
∀𝐱 ∈ 𝛺 , 𝝈(𝐱) = C(𝐱) ∶ 𝜺(𝐮(𝐱))
∀𝐱 ∈ 𝛺 , 𝜺(𝐮(𝐱)) = 1

2
(

𝛁𝐮 + 𝛁𝑇 𝐮
)

,
(28)

where the boundary conditions considered are given by (23). In Eq. (28), C(𝐱) is the fourth-order stiffness tensor. In the particular
case of isotropic elasticity, it reads (in the case of a 3-d medium)

C(𝐱) = 3𝜅(𝐱)J + 2𝜇(𝐱)K, (29)
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with 𝜅(𝐱) and 𝜇(𝐱) are respectively the local bulk and shear moduli. J and K are linearly independent isotropic tensors defined by

J = 1
3
𝐈3 ⊗ 𝐈3, K = I − J, (30)

with I the fourth order identity tensor and 𝐈3 is the second-order identity tensor.
The principle of resolution (see [29] for conductivity problems) is to

1. Write the local problem (28) as an auxiliary problem involving a reference homogeneous material and a polarization term
(following the idea of Moulinec and Suquet [1] in the periodic setting);

2. Split each component of the displacement field 𝐮 in two contributions, a known term 𝐮0 verifying the boundary conditions (23)
(by construction) and an unknown fluctuation term �̃�, defined such that it is null on the Dirichlet boundaries and it has normal
derivatives null on the Neumann boundaries, to be determined;

3. Write the weak (Galerkin) formulation by (i) describing the fluctuation term by a partial 3−d mixed sine–cosine series
(depending on the type of boundary conditions) and (ii) using trial functions based on the same 3−d mixed sine–cosine
series;

4. Solve approximately the linear problem arising from the weak formulation (corresponding to the auxiliary problem for a
given polarization tensor) using discrete sine and cosine transforms (to calculate, and in some cases approximate, the integrals
defined in the weak formulation);

5. Find the polarization term solution of the problem using an iterative scheme (as done by Moulinec and Suquet [1] in the
periodic setting with a fixed-point method).

3.2. The classical auxiliary problem and the associated difficulties

Following [1], the local elasticity problem (28), subjected to the boundary conditions (23), is written as the following auxiliary
problem

⎧

⎪

⎨

⎪

⎩

∀𝐱 ∈ 𝛺 , 𝐝𝐢𝐯 𝝈(𝐱) = 𝟎
∀𝐱 ∈ 𝛺 , 𝝈(𝐱) = C0 ∶ 𝜺(𝐮(𝐱)) + 𝝉(𝐱)
∀𝐱 ∈ 𝛺 , 𝜺(𝐮(𝐱)) = 1

2
(

𝛁𝐮(𝐱) + 𝛁𝑇 𝐮(𝐱)
)

,
(31)

where C0 is the stiffness tensor of a homogeneous reference material and

τ(𝐱) = (

C(𝐱) − C0) ∶ 𝜺(𝐮(𝐱)) (32)

is the polarization tensor. At this stage, the homogeneous reference material is classically taken isotropic (with Lamé’s coefficients
𝜆0 and 𝜇0) as in most works related to FFT (see e.g. [1]):

𝐶0
𝑖𝑗 𝑘𝑙 = 𝜇0

(

𝛿𝑖𝑘𝛿𝑗 𝑙 + 𝛿𝑖𝑙𝛿𝑘𝑗
)

+ 𝜆0𝛿𝑖𝑗𝛿𝑘𝑙 , ∀𝑖, 𝑗 , 𝑘, 𝑙 = 1, 2, 3, (33)

where 𝛿 is the Kronecker symbol. Despite the fact that C0 is isotropic one should remark that the (possible) anisotropy of the phases
is still contained in the expression (32) of the polarization tensor.

Assuming (momentarily) that the polarization field τ is known, the auxiliary problem defines a system of three equations on the
unknown field 𝐮:

⎧

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎩

(

𝜆0 + 2𝜇0
) 𝜕2𝑢𝑥
𝜕 𝑥2 + 𝜇0

(

𝜕2𝑢𝑥
𝜕 𝑦2 +

𝜕2𝑢𝑥
𝜕 𝑧2

)

+
(

𝜆0 + 𝜇0
)

(

𝜕2𝑢𝑦
𝜕 𝑥𝜕 𝑦 +

𝜕2𝑢𝑧
𝜕 𝑥𝜕 𝑧

)

+
𝜕 𝜏𝑥𝑥
𝜕 𝑥 +

𝜕 𝜏𝑥𝑦
𝜕 𝑦 +

𝜕 𝜏𝑥𝑧
𝜕 𝑧 = 0

(

𝜆0 + 2𝜇0
)
𝜕2𝑢𝑦
𝜕 𝑦2 + 𝜇0

(

𝜕2𝑢𝑦
𝜕 𝑥2 +

𝜕2𝑢𝑦
𝜕 𝑧2

)

+
(

𝜆0 + 𝜇0
)

(

𝜕2𝑢𝑥
𝜕 𝑦𝜕 𝑥 +

𝜕2𝑢𝑧
𝜕 𝑦𝜕 𝑧

)

+
𝜕 𝜏𝑥𝑦
𝜕 𝑥 +

𝜕 𝜏𝑦𝑦
𝜕 𝑦 +

𝜕 𝜏𝑦𝑧
𝜕 𝑧 = 0

(

𝜆0 + 2𝜇0
) 𝜕2𝑢𝑧
𝜕 𝑧2 + 𝜇0

(

𝜕2𝑢𝑧
𝜕 𝑥2 +

𝜕2𝑢𝑧
𝜕 𝑦2

)

+
(

𝜆0 + 𝜇0
)

(

𝜕2𝑢𝑥
𝜕 𝑧𝜕 𝑥 +

𝜕2𝑢𝑦
𝜕 𝑧𝜕 𝑦

)

+
𝜕 𝜏𝑥𝑧
𝜕 𝑥 +

𝜕 𝜏𝑦𝑧
𝜕 𝑦 +

𝜕 𝜏𝑧𝑧
𝜕 𝑧 = 0.

(34)

The boundary conditions are taken into account by considering the displacement field under the form

𝐮(𝐱) = 𝐮0(𝐱) + �̃�(𝐱), ∀𝐱 ∈ 𝛺 , (35)

with 𝐮0 a known field verifying the boundary conditions (see [29] for examples of reconstruction of the function, depending on the
type of boundary conditions) and �̃� a fluctuation vector field which does not interfere with the boundary conditions. Each component
of �̃� is thus described by an appropriate sine–cosine series as explained in Section 2:

⎧

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎩

�̃�𝑥(𝑥, 𝑦, 𝑧) =
𝑁𝑥+1
∑

𝑖=0

𝑁𝑦+1
∑

𝑗=0

𝑁𝑧+1
∑

𝑘=0
𝛼𝑥𝑥𝑖 𝛼𝑥𝑦𝑗 𝛼𝑥𝑧𝑘 𝑈𝑥

𝑖𝑗 𝑘𝑔𝑥𝑥(𝑘𝑥𝑥𝑖 𝑥)𝑔𝑥𝑦(𝑘𝑥𝑦𝑗 𝑦)𝑔𝑥𝑧(𝑘𝑥𝑧𝑘 𝑧), ∀(𝑥, 𝑦, 𝑧) ∈ 𝛺 ,

�̃�𝑦(𝑥, 𝑦, 𝑧) =
𝑁𝑥+1
∑

𝑖=0

𝑁𝑦+1
∑

𝑗=0

𝑁𝑧+1
∑

𝑘=0
𝛼𝑦𝑥𝑖 𝛼𝑦𝑦𝑗 𝛼𝑦𝑧𝑘 𝑈𝑦

𝑖𝑗 𝑘𝑔𝑦𝑥(𝑘
𝑦𝑥
𝑖 𝑥)𝑔𝑦𝑦(𝑘𝑦𝑦𝑗 𝑦)𝑔𝑦𝑧(𝑘𝑦𝑧𝑘 𝑧), ∀(𝑥, 𝑦, 𝑧) ∈ 𝛺 ,

�̃�𝑧(𝑥, 𝑦, 𝑧) =
𝑁𝑥+1
∑

𝑖=0

𝑁𝑦+1
∑

𝑗=0

𝑁𝑧+1
∑

𝑘=0
𝛼𝑧𝑥𝑖 𝛼𝑧𝑦𝑗 𝛼𝑧𝑧𝑘 𝑈𝑧

𝑖𝑗 𝑘𝑔𝑧𝑥(𝑘𝑧𝑥𝑖 𝑥)𝑔𝑧𝑦(𝑘𝑧𝑦𝑗 𝑦)𝑔𝑧𝑧(𝑘𝑧𝑧𝑘 𝑧), ∀(𝑥, 𝑦, 𝑧) ∈ 𝛺 .

(36)
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In the description of the fluctuation (36), we consider a priori different possible boundary conditions on the components �̃�𝑥, �̃�𝑦 and
�̃�𝑧. Therefore, each component is separately described with its own combination of functions, which implies that nine different sine–
cosine type functions are required and are denoted by 𝑔𝑥𝑥, 𝑔𝑥𝑦, 𝑔𝑥𝑧, 𝑔𝑦𝑥, 𝑔𝑦𝑦, 𝑔𝑦𝑧, 𝑔𝑧𝑥, 𝑔𝑧𝑦 and 𝑔𝑧𝑧; the first superscript corresponds
to the component of �̃� that is modeled, and the second superscript corresponds to the spatial direction described by the function.
This convention will also be adopted for the parameters 𝛼, 𝑘 and 𝜉. The discrete sine–cosine transforms, respectively associated with
this description of �̃�𝑥, �̃�𝑦 and �̃�𝑧, are denoted by 𝑥

xyz, 
𝑦
xyz and 𝑧

xyz.
As explained in [29], the last coefficients 𝑈𝑥

𝑖𝑗 𝑘, 𝑈𝑦
𝑖𝑗 𝑘 and 𝑈𝑧

𝑖𝑗 𝑘 may be poorly estimated for 𝑖 = 𝑁𝑥 + 1 or 𝑗 = 𝑁𝑦 + 1 or 𝑘 = 𝑁𝑧 + 1
using discrete sine–cosine transforms. Therefore, the ‘‘high frequencies’’ are taken null:

𝑈𝑥
𝑁𝑥+1𝑗 𝑘 = 𝑈𝑥

𝑖𝑁𝑦+1𝑘
= 𝑈𝑥

𝑖𝑗 𝑁𝑧+1
= 𝑈𝑦

𝑁𝑥+1𝑗 𝑘 = 𝑈𝑦
𝑖𝑁𝑦+1𝑘

= 𝑈𝑦
𝑖𝑗 𝑁𝑧+1

= 𝑈𝑧
𝑁𝑥+1𝑗 𝑘 = 𝑈𝑧

𝑖𝑁𝑦+1𝑘
= 𝑈𝑧

𝑖𝑗 𝑁𝑧+1
= 0. (37)

The resolution thus consists in finding the ‘‘Fourier’’ modes associated with the three components of the displacement fluctuation,
i.e., 𝑈𝑥

𝑖𝑗 𝑘, 𝑈𝑦
𝑖𝑗 𝑘 and 𝑈𝑧

𝑖𝑗 𝑘 (for 𝑖 = 0,… , 𝑁𝑥, 𝑗 = 0,… , 𝑁𝑦 and 𝑘 = 0,… , 𝑁𝑧). The principle of resolution is to assume that the polarization
field τ is known and to solve, for this given value of the polarization, the equilibrium Eqs. (34) with 𝐮 described by Eqs. (35)
and (36). The resolution can then be done using a Galerkin-type method. The 3-d prismatic domain is discretized uniformly with
(𝑁𝑥+ 2) × (𝑁𝑦+ 2) × (𝑁𝑧+ 2) points and the spatial scales associated with the uniform grid are 𝛥𝑥 = 𝐿𝑥∕(𝑁𝑥+ 1), 𝛥𝑦 = 𝐿𝑦∕(𝑁𝑦+ 1) and
𝛥𝑧 = 𝐿𝑧∕(𝑁𝑧 + 1). The coordinates of the grid points are denoted by 𝑥𝑎 = 𝑎𝛥𝑥 (for 𝑎 = 0,… , 𝑁𝑥 + 1), 𝑦𝑏 = 𝑏𝛥𝑦 (for 𝑏 = 0,… , 𝑁𝑦 + 1)
and 𝑧𝑐 = 𝑐 𝛥𝑧 (for 𝑐 = 0,… , 𝑁𝑧 + 1).

The weak formulation of Eq. (31) reads

∫𝛺
(𝐝𝐢𝐯𝝈(𝐱)) ⋅ 𝐯𝑖𝑙 𝑚𝑛(𝐱)d𝛺 = 𝟎, (38)

with 𝐯𝑖𝑙 𝑚𝑛, 𝑖 = 1, 2, 3, 𝑙 = 0,… , 𝑁𝑥, 𝑚 = 0,… , 𝑁𝑦, 𝑛 = 0,… , 𝑁𝑧, the trial functions, reading

𝐯1𝑙 𝑚𝑛(𝐱) =
⎛

⎜

⎜

⎝

𝑣𝑥𝑙 𝑚𝑛
0
0

⎞

⎟

⎟

⎠

; 𝐯2𝑙 𝑚𝑛(𝐱) =
⎛

⎜

⎜

⎝

0
𝑣𝑦𝑙 𝑚𝑛
0

⎞

⎟

⎟

⎠

; 𝐯3𝑙 𝑚𝑛(𝐱) =
⎛

⎜

⎜

⎝

0
0

𝑣𝑧𝑙 𝑚𝑛

⎞

⎟

⎟

⎠

, (39)

with

𝑣𝑥𝑙 𝑚𝑛 = 𝑔𝑥𝑥(𝑘𝑥𝑥𝑙 𝑥)𝑔𝑥𝑦(𝑘𝑥𝑦𝑚 𝑦)𝑔𝑥𝑧(𝑘𝑥𝑧𝑛 𝑧), (40)

𝑣𝑦𝑙 𝑚𝑛 = 𝑔𝑦𝑥(𝑘𝑦𝑥𝑙 𝑥)𝑔𝑦𝑦(𝑘𝑦𝑦𝑚 𝑦)𝑔𝑦𝑧(𝑘𝑦𝑧𝑛 𝑧), (41)

𝑣𝑧𝑙 𝑚𝑛 = 𝑔𝑧𝑥(𝑘𝑧𝑥𝑙 𝑥)𝑔𝑧𝑦(𝑘𝑧𝑦𝑚 𝑦)𝑔𝑧𝑧(𝑘𝑧𝑧𝑛 𝑧). (42)

This leads to a system of three equations which can be written under the generic form
⎧

⎪

⎨

⎪

⎩

𝐼𝑥𝑙 𝑚𝑛 + 𝐽𝑥
𝑙 𝑚𝑛 = −𝐾𝑥

𝑙 𝑚𝑛 − 𝐼𝑥0𝑙 𝑚𝑛 − 𝐽𝑥0
𝑙 𝑚𝑛

𝐼𝑦𝑙 𝑚𝑛 + 𝐽 𝑦
𝑙 𝑚𝑛 = −𝐾𝑦

𝑙 𝑚𝑛 − 𝐼𝑦0𝑙 𝑚𝑛 − 𝐽 𝑦0
𝑙 𝑚𝑛

𝐼𝑧𝑙 𝑚𝑛 + 𝐽 𝑧
𝑙 𝑚𝑛 = −𝐾𝑧

𝑙 𝑚𝑛 − 𝐼𝑧0𝑙 𝑚𝑛 − 𝐽 𝑧0
𝑙 𝑚𝑛,

(43)

with
⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎩

𝐼𝑥𝑙 𝑚𝑛 = ∫𝛺

(

(

𝜆0 + 2𝜇0
) 𝜕2�̃�𝑥
𝜕 𝑥2 (𝐱) + 𝜇0

(

𝜕2�̃�𝑥
𝜕 𝑦2 (𝐱) + 𝜕2�̃�𝑥

𝜕 𝑧2 (𝐱)
))

𝑣𝑥𝑙 𝑚𝑛(𝐱)d𝛺 ,

𝐼𝑥0𝑙 𝑚𝑛 = ∫𝛺

(

(

𝜆0 + 2𝜇0
) 𝜕2𝑢0𝑥
𝜕 𝑥2 (𝐱) + 𝜇0

(

𝜕2𝑢0𝑥
𝜕 𝑦2 (𝐱) + 𝜕2𝑢0𝑥

𝜕 𝑧2 (𝐱)
))

𝑣𝑥𝑙 𝑚𝑛(𝐱)d𝛺 ,

𝐽𝑥
𝑙 𝑚𝑛 =

(

𝜆0 + 𝜇0
)

∫𝛺

(

𝜕2�̃�𝑦
𝜕 𝑥𝜕 𝑦 (𝐱) +

𝜕2�̃�𝑧
𝜕 𝑥𝜕 𝑧 (𝐱)

)

𝑣𝑥𝑙 𝑚𝑛(𝐱)d𝛺 ,

𝐽𝑥0
𝑙 𝑚𝑛 =

(

𝜆0 + 𝜇0
)

∫𝛺

(

𝜕2𝑢0𝑦
𝜕 𝑥𝜕 𝑦 (𝐱) +

𝜕2𝑢0𝑧
𝜕 𝑥𝜕 𝑧 (𝐱)

)

𝑣𝑥𝑙 𝑚𝑛(𝐱)d𝛺 ,

𝐾𝑥
𝑙 𝑚𝑛 = ∫𝛺

(

𝜕 𝜏𝑥𝑥
𝜕 𝑥 (𝐱) + 𝜕 𝜏𝑥𝑦

𝜕 𝑦 (𝐱) + 𝜕 𝜏𝑥𝑧
𝜕 𝑧 (𝐱)

)

𝑣𝑥𝑙 𝑚𝑛(𝐱)d𝛺 .

(44)

Similar expressions for 𝐼𝑦𝑙 𝑚𝑛, 𝐽 𝑦
𝑙 𝑚𝑛, 𝐾𝑦

𝑙 𝑚𝑛, 𝐼𝑦0𝑙 𝑚𝑛, 𝐽 𝑦0
𝑙 𝑚𝑛, 𝐼𝑧𝑙 𝑚𝑛, 𝐽 𝑧

𝑙 𝑚𝑛, 𝐾𝑧
𝑙 𝑚𝑛, 𝐼𝑧0𝑙 𝑚𝑛 and 𝐽 𝑧0

𝑙 𝑚𝑛 can be written using Eq. (34). One can notice
that only 𝐼𝑥𝑙 𝑚𝑛, 𝐽𝑥

𝑙 𝑚𝑛, 𝐼𝑦𝑙 𝑚𝑛, 𝐽 𝑦
𝑙 𝑚𝑛, 𝐼𝑧𝑙 𝑚𝑛 and 𝐽 𝑧

𝑙 𝑚𝑛 are unknown terms. The calculation of these integrals will be done analytically or
numerically, depending on the integral:

• The integrals of type 𝐼𝑥𝑙 𝑚𝑛 and 𝐽𝑥
𝑙 𝑚𝑛 are calculated analytically as they are based on the calculation of elementary integrals

involving different type of sine and cosine functions (related to the orthogonality of the modes) which are provided in
Appendix A.

• The integrals of type 𝐼𝑥0𝑙 𝑚𝑛, 𝐽𝑥0
𝑙 𝑚𝑛 and 𝐾𝑥

𝑙 𝑚𝑛 involve functions that are defined (a priori) numerically (τ and 𝐮0); therefore these
integrals will be calculated approximately using discrete sine–cosine transforms (defined in Section 2); this is similar to the
standard numerical integration of the Moulinec and Suquet [1] scheme in the periodic setting using discrete Fourier transforms
(see [35]).
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Hereafter, we discuss the integrals 𝐼𝑥𝑙 𝑚𝑛 and 𝐽𝑥
𝑙 𝑚𝑛, as this will be very similar for the other quantities. The detailed calculation of

𝐼𝑥𝑙 𝑚𝑛 is given in Appendix B and leads to
𝐼𝑥𝑙 𝑚𝑛 = −𝐿𝑥𝐿𝑦𝐿𝑧

8
((

𝜆0 + 2𝜇0
)

(𝜉𝑥𝑥𝑙 )2 + 𝜇0
(

(𝜉𝑥𝑦𝑚 )2 + (𝜉𝑥𝑧𝑛 )2
))

𝑈𝑥
𝑙 𝑚𝑛. (45)

The computation of 𝐽𝑥
𝑙 𝑚𝑛 is more troublesome as it implies the functions �̃�𝑦, �̃�𝑧 and 𝑣𝑥𝑙 𝑚𝑛, which, depending on the boundary conditions,

can be of different types of sine–cosine series; this leads to two cases:

(1) If 𝜕2𝑢𝑦∕𝜕 𝑥𝜕 𝑦, 𝜕2𝑢𝑧∕𝜕 𝑥𝜕 𝑧 and 𝑣𝑥𝑙 𝑚𝑛 are of the same type of sine–cosine series, 𝐽𝑥
𝑙 𝑚𝑛 is given by

𝐽𝑥
𝑙 𝑚𝑛 =

𝐿𝑥𝐿𝑦𝐿𝑧

8
(

𝜆0 + 𝜇0
) (

𝜉𝑦𝑥𝑙 𝜉𝑦𝑦𝑚 𝑈𝑦
𝑙 𝑚𝑛 + 𝜉𝑧𝑥𝑙 𝜉𝑧𝑧𝑛 𝑈𝑧

𝑙 𝑚𝑛
)

, (46)

and similar relations are obtained for 𝐽 𝑦
𝑙 𝑚𝑛 and 𝐽 𝑧

𝑙 𝑚𝑛. Thus, the three equations defining (43) for a triplet (𝑙 , 𝑚, 𝑛) only involve
the three coefficients 𝑈𝑥

𝑙 𝑚𝑛, 𝑈
𝑦
𝑙 𝑚𝑛 and 𝑈𝑧

𝑙 𝑚𝑛, leading to an easy-to-solve system of three equations with three unknowns, which
has to be solved for every values of 𝑙, 𝑚 and 𝑛. One might remark that these situations correspond to the periodicity compatible
mixed uniform boundary conditions (PMUBC) treated in [23] using mirror unit cells.

(2) Otherwise, the computation of 𝐽𝑥
𝑙 𝑚𝑛 relies on ‘‘cross-mode’’ integrals (see Appendix A), implying that 𝐽𝑥

𝑙 𝑚𝑛 will depend on
terms 𝑈𝑥

𝑜𝑝𝑞 , 𝑈
𝑦
𝑜𝑝𝑞 and 𝑈𝑧

𝑜𝑝𝑞 with (𝑜, 𝑝, 𝑞) ≠ (𝑙 , 𝑚, 𝑛). As a consequence, the weak formulation (38) will lead to a hard-to-solve (non
diagonal, non diagonal by blocks, non sparse) linear system of equations, which will require high memory and computational
time to solve. Thus, in the general case, the resolution of the standard auxiliary problem (31) leads to a computational cost
higher than finite element method (and the main advantage of FFT-based methods is lost).

The reason why this auxiliary problem is not suitable is the presence of mixed derivatives in Eq. (34) which leads to a
non-diagonal linear system. A modified auxiliary problem is therefore required to keep the computational complexity of FFT.

3.3. The modified auxiliary problem

To resolve the issue explained in Section 3.2, the mixed derivatives involved in Eq. (34) are ‘‘transferred’’ in the polarization
tensor. To do so, the elasticity problem is first expressed as a function of the gradient of the displacement field (unsymmetrized).
Eq. (28) is rewritten as

{

𝐝𝐢𝐯𝝈(𝐱) = 0 ∀𝐱 ∈ 𝛺
𝝈(𝐱) = C(𝐱) ∶ 𝛁𝐮 ∀𝐱 ∈ 𝛺 , (47)

since C ∶ 𝜺 = C ∶ 𝛁𝐮 due to the minor symmetry of the stiffness tensor C. Then, we introduce a modified polarization tensor as

τ(𝐱) = (

C(𝐱) − B0) ∶ 𝛁𝐮(𝐱), ∀𝐱 ∈ 𝛺 , (48)

where B0 is a fourth-order tensor reading

𝐵0
𝑖𝑗 𝑘𝑙 = 𝜇0𝛿𝑖𝑘𝛿𝑗 𝑙 + (𝜆0 + 𝜇0)𝛿𝑖𝑘𝛿𝑗 𝑙𝛿𝑘𝑙 , ∀𝑖, 𝑗 , 𝑘, 𝑙 = 1, 2, 3, (no summation on the indices), (49)

which has been obtained by putting to zero the components related to cross-derivatives of C0 (given by Eq. (33)). One might remark
that, contrary to C0, B0 does not verify the minor and major symmetries; it is thus only a mathematical tool serving the numerical
resolution of the auxiliary problem.

The modified auxiliary problem thus reads
{

𝐝𝐢𝐯𝝈(𝐱) = 𝟎 ∀𝐱 ∈ 𝛺
𝝈(𝐱) = B0 ∶ 𝛁𝐮(𝐱) + τ(𝐱) ∀𝐱 ∈ 𝛺 . (50)

One must remark that B0 is a positive definite tensor, since

𝛁𝐮 ∶ B0 ∶ 𝛁𝐮 = (𝜆0 + 2𝜇0)
3
∑

𝑖=1

(

𝜕 𝑢𝑖
𝜕 𝑥𝑖

)2
+ 𝜇0

∑

𝑖≠𝑗

(

𝜕 𝑢𝑖
𝜕 𝑥𝑗

)2
, (51)

which ensures the existence and the uniqueness of a solution for the modified auxiliary problem. As previously, assuming
(momentarily) that the polarization field τ is known, the modified auxiliary problem defines a system of three equations on the
unknown field 𝐮, which is freed from mixed derivatives:

⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

(

𝜆0 + 2𝜇0
) 𝜕2𝑢𝑥
𝜕 𝑥2 + 𝜇0

(

𝜕2𝑢𝑥
𝜕 𝑦2 +

𝜕2𝑢𝑥
𝜕 𝑧2

)

+
𝜕 𝜏𝑥𝑥
𝜕 𝑥 +

𝜕 𝜏𝑥𝑦
𝜕 𝑦 +

𝜕 𝜏𝑥𝑧
𝜕 𝑧 = 0

(

𝜆0 + 2𝜇0
)
𝜕2𝑢𝑦
𝜕 𝑦2 + 𝜇0

(

𝜕2𝑢𝑦
𝜕 𝑥2 +

𝜕2𝑢𝑦
𝜕 𝑧2

)

+
𝜕 𝜏𝑥𝑦
𝜕 𝑥 +

𝜕 𝜏𝑦𝑦
𝜕 𝑦 +

𝜕 𝜏𝑦𝑧
𝜕 𝑧 = 0

(

𝜆0 + 2𝜇0
) 𝜕2𝑢𝑧
𝜕 𝑧2 + 𝜇0

(

𝜕2𝑢𝑧
𝜕 𝑥2 +

𝜕2𝑢𝑧
𝜕 𝑦2

)

+
𝜕 𝜏𝑥𝑧
𝜕 𝑥 +

𝜕 𝜏𝑦𝑧
𝜕 𝑦 +

𝜕 𝜏𝑧𝑧
𝜕 𝑧 = 0.

(52)

The weak formulation associated with the system of partial differential equations reduces to
⎧

⎪

⎨

⎪

⎩

𝐼𝑥𝑙 𝑚𝑛 = −𝐾𝑥
𝑙 𝑚𝑛 − 𝐼𝑥0𝑙 𝑚𝑛

𝐼𝑦𝑙 𝑚𝑛 = −𝐾𝑦
𝑙 𝑚𝑛 − 𝐼𝑦0𝑙 𝑚𝑛

𝐼𝑧𝑙 𝑚𝑛 = −𝐾𝑧
𝑙 𝑚𝑛 − 𝐼𝑧0𝑙 𝑚𝑛,

(53)
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where 𝐼𝑥𝑙 𝑚𝑛, 𝐾𝑥
𝑙 𝑚𝑛 and 𝐼𝑥0𝑙 𝑚𝑛 are still given by Eq. (44). Considering Eq. (45) (and similar relations for 𝐼𝑦𝑙 𝑚𝑛 and 𝐼𝑧𝑙 𝑚𝑛), the resolution of

the weak form of the auxiliary problem read
⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

𝑈𝑥
𝑙 𝑚𝑛 =

8
𝐿𝑥𝐿𝑦𝐿𝑧

((

𝜆0 + 2𝜇0
)

(𝜉𝑥𝑥𝑙 )2 + 𝜇0
(

(𝜉𝑥𝑦𝑚 )2 + (𝜉𝑥𝑧𝑛 )2
))−1 (𝐾𝑥

𝑙 𝑚𝑛 + 𝐼𝑥0𝑙 𝑚𝑛
)

𝑈𝑦
𝑙 𝑚𝑛 =

8
𝐿𝑥𝐿𝑦𝐿𝑧

((

𝜆0 + 2𝜇0
)

(𝜉𝑦𝑦𝑚 )2 + 𝜇0
(

(𝜉𝑦𝑥𝑙 )2 + (𝜉𝑦𝑧𝑛 )2
))−1 (𝐾𝑦

𝑙 𝑚𝑛 + 𝐼𝑦0𝑙 𝑚𝑛
)

𝑈𝑧
𝑙 𝑚𝑛 =

8
𝐿𝑥𝐿𝑦𝐿𝑧

((

𝜆0 + 2𝜇0
)

(𝜉𝑧𝑧𝑛 )2 + 𝜇0
(

(𝜉𝑧𝑥𝑙 )2 + (𝜉𝑧𝑦𝑚 )2
))−1 (𝐾𝑧

𝑙 𝑚𝑛 + 𝐼𝑧0𝑙 𝑚𝑛
)

, ∀𝑙 , 𝑚, 𝑛. (54)

The detailed calculations of 𝐾𝑥
𝑙 𝑚𝑛 and 𝐼𝑥0𝑙 𝑚𝑛 are given in Appendix B and rely on the use of discrete sine–cosine transforms (similar

relations can be obtained for 𝐾𝑦
𝑙 𝑚𝑛, 𝐼

𝑦0
𝑙 𝑚𝑛, 𝐾𝑧

𝑙 𝑚𝑛 and 𝐼𝑧0𝑙 𝑚𝑛).
Let us denote by 𝑼𝑥, 𝑼 𝑦 and 𝑼 𝑧 the arrays of size (𝑁𝑥 + 2) × (𝑁𝑦 + 2) × (𝑁𝑧 + 2) containing the values of the sine–cosine series

coefficients 𝑈𝑥
𝑙 𝑚𝑛, 𝑈

𝑦
𝑙 𝑚𝑛 and 𝑈𝑧

𝑙 𝑚𝑛 respectively. Eq. (54) can be written alternatively
⎧

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎩

𝑼𝑥 = 𝑨𝑥 ⊙

[

𝑥
xyz(𝜟𝒖

𝟎
𝒙) + 𝝃𝑥𝑥 ⊙𝑥

xyz(�̃�𝑥𝑥) + 𝝃𝑥𝑦 ⊙𝑥
xyz(�̃�𝑥𝑦) + 𝝃𝑥𝑧 ⊙𝑥

xyz(�̃�𝑥𝑧) + 𝑺𝑥

]

𝑼 𝑦 = 𝑨𝑦 ⊙

[

𝑦
xyz(𝜟𝒖𝟎𝒚) + 𝝃𝑦𝑥 ⊙𝑦

xyz(�̃�𝑦𝑥) + 𝝃𝑦𝑦 ⊙𝑦
xyz(�̃�𝑦𝑦) + 𝝃𝑦𝑧 ⊙𝑦

xyz(�̃�𝑦𝑧) + 𝑺𝑦

]

𝑼 𝑧 = 𝑨𝑧 ⊙

[

𝑧
xyz(𝜟𝒖

𝟎
𝒚) + 𝝃𝑧𝑥 ⊙𝑧

xyz(�̃�𝑧𝑥) + 𝝃𝑧𝑦 ⊙𝑧
xyz(�̃�𝑦𝑦) + 𝝃𝑧𝑧 ⊙𝑧

xyz(�̃�𝑧𝑧) + 𝑺𝑧

]

,

(55)

where 𝑨𝑥, 𝑨𝑦 and 𝑨𝑧 are the (𝑁𝑥 + 2) × (𝑁𝑦 + 2) × (𝑁𝑧 + 2) arrays given by
⎧

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎩

(𝑨)𝑥𝑖𝑗 𝑘 = 1
(

𝜆0 + 2𝜇0
) (

𝜉𝑥𝑥𝑖
)2 + 𝜇0

(

(

𝜉𝑥𝑦𝑗
)2

+
(

𝜉𝑥𝑧𝑘
)2
)× 8

(𝑁𝑥 + 1)(𝑁𝑦 + 1)(𝑁𝑧 + 1)

(𝑨)𝑦𝑖𝑗 𝑘 = 1
(

𝜆0 + 2𝜇0
)

(

𝜉𝑦𝑦𝑗
)2

+ 𝜇0
(

(

𝜉𝑦𝑥𝑖
)2 +

(

𝜉𝑦𝑧𝑘
)2
)

× 8
(𝑁𝑥 + 1)(𝑁𝑦 + 1)(𝑁𝑧 + 1)

(𝑨)𝑧𝑖𝑗 𝑘 = 1
(

𝜆0 + 2𝜇0
) (

𝜉𝑧𝑧𝑘
)2 + 𝜇0

(

(

𝜉𝑧𝑥𝑖
)2 +

(

𝜉𝑧𝑦𝑗
)2

)× 8
(𝑁𝑥 + 1)(𝑁𝑦 + 1)(𝑁𝑧 + 1) ,

(56)

and 𝝃𝑥𝑥, 𝝃𝑥𝑦, 𝝃𝑥𝑧, 𝝃𝑦𝑥, 𝝃𝑦𝑦, 𝝃𝑦𝑧, 𝝃𝑧𝑥, 𝝃𝑧𝑦, 𝝃𝑧𝑧 are the (𝑁𝑥 + 2) × (𝑁𝑦 + 2) × (𝑁𝑧 + 2) arrays given by
⎧

⎪

⎨

⎪

⎩

(𝝃𝑥𝑥)𝑖𝑗 𝑘 = 𝜉𝑥𝑥𝑖 , (𝝃𝑥𝑦)𝑖𝑗 𝑘 = 𝜉𝑥𝑦𝑗 , (𝝃𝑥𝑧)𝑖𝑗 𝑘 = 𝜉𝑥𝑧𝑘 ,
(𝝃𝑦𝑥)𝑖𝑗 𝑘 = 𝜉𝑦𝑥𝑖 , (𝝃𝑦𝑦)𝑖𝑗 𝑘 = 𝜉𝑦𝑦𝑗 , (𝝃𝑦𝑧)𝑖𝑗 𝑘 = 𝜉𝑦𝑧𝑘 ,
(𝝃𝑧𝑥)𝑖𝑗 𝑘 = 𝜉𝑧𝑥𝑖 , (𝝃𝑧𝑦)𝑖𝑗 𝑘 = 𝜉𝑧𝑦𝑗 , (𝝃𝑧𝑧)𝑖𝑗 𝑘 = 𝜉𝑧𝑧𝑘 .

(57)

The (𝑁𝑥 + 2) × (𝑁𝑦 + 2) × (𝑁𝑧 + 2) arrays 𝑺𝑥, 𝑺𝑦 and 𝑺𝑧 contain the values 𝑆𝑥
𝑙 𝑚𝑛, 𝑆

𝑦
𝑙 𝑚𝑛 and 𝑆𝑧

𝑙 𝑚𝑛 (see Appendix B) and ⊙ denotes
Hadamard product (pointwise product) given by

(𝑨⊙ 𝑩)𝑖𝑗 𝑘 = (𝑨)𝑖𝑗 𝑘(𝑩)𝑖𝑗 𝑘 (no summation on the indices). (58)

It should be noted that Eq. (55) allows the calculation of 𝑈𝑥
𝑙 𝑚𝑛, 𝑈

𝑦
𝑙 𝑚𝑛 and 𝑈𝑧

𝑙 𝑚𝑛 for all frequencies except for 𝑙 = 𝑁𝑥+ 1, 𝑚 = 𝑁𝑦+ 1
and 𝑛 = 𝑁𝑧 + 1 where Eq. (37) holds. Once the arrays 𝑼𝑥, 𝑼 𝑦 and 𝑼 𝑧 are known, each component of the displacement fluctuation
�̃� is then known using Eq. (36).

3.4. Iterative scheme

As in the periodic case [1], the determination of the polarization tensor τ solution of the heterogeneous problem is based on an
iterative scheme. We consider a fixed-point iterative scheme based on the modified auxiliary problem. One might remark that, due
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to the modification of the auxiliary problem, the convergence of the iterative scheme is not guaranteed a priori and must be proven
by a theoretical proof, and the convergence rate should be assessed by numerical tests. The iterative scheme reads:

⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎩

Init ializat ion �̃�0(𝐱) = 𝟎
𝝈0(𝐱) = C(𝐱) ∶ 𝛁𝐮0(𝐱)

It er at e n + 1 �̃�𝑛 and 𝝈𝑛 being k nown
(a) τ𝑛(𝐱) = 𝝈𝑛(𝐱) − B0 ∶

(

𝛁𝐮0(𝐱) + 𝛁�̃�𝑛(𝐱)
)

(b) (𝑼𝑥)𝑛+1 = 𝑨𝑥⊙

[

𝑥
xyz(𝜟𝒖

𝟎
𝒙) + 𝝃𝑥𝑥 ⊙𝑥

xyz(�̃�
𝑛
𝑥𝑥) + 𝝃𝑥𝑦 ⊙𝑥

xyz(�̃�
𝑛
𝑥𝑦) + 𝝃𝑥𝑧 ⊙𝑥

xyz(�̃�
𝑛
𝑥𝑧) + 𝑺𝑥

]

(𝑼 𝑦)𝑛+1 = 𝑨𝑦⊙

[

𝑦
xyz(𝜟𝒖𝟎𝒚) + 𝝃𝑦𝑥 ⊙𝑦

xyz(�̃�
𝑛
𝑦𝑥) + 𝝃𝑦𝑦 ⊙𝑦

xyz(�̃�
𝑛
𝑦𝑦) + 𝝃𝑦𝑧 ⊙𝑦

xyz(�̃�
𝑛
𝑦𝑧) + 𝑺𝑦

]

(𝑼 𝑧)𝑛+1 = 𝑨𝑧⊙

[

𝑧
xyz(𝜟𝒖

𝟎
𝒛) + 𝝃𝑧𝑥 ⊙𝑧

xyz(�̃�
𝑛
𝑧𝑥) + 𝝃𝑧𝑦 ⊙𝑧

xyz(�̃�
𝑛
𝑧𝑦) + 𝝃𝑧𝑧 ⊙𝑧

xyz(�̃�
𝑛
𝑧𝑧) + 𝑺𝑧

]

(c) �̃�𝑛+1𝑥 (𝑥, 𝑦, 𝑧) =
𝑁𝑥+1
∑

𝑖=0

𝑁𝑦+1
∑

𝑗=0

𝑁𝑧+1
∑

𝑘=0
𝛼𝑥𝑥𝑖 𝛼𝑥𝑦𝑗 𝛼𝑥𝑧𝑘 (𝑈𝑥

𝑖𝑗 𝑘)𝑛+1𝑔𝑥𝑥(𝑘𝑥𝑥𝑖 𝑥)𝑔𝑥𝑦(𝑘𝑥𝑦𝑗 𝑦)𝑔𝑥𝑧(𝑘𝑥𝑧𝑘 𝑧)

�̃�𝑛+1𝑦 (𝑥, 𝑦, 𝑧) =
𝑁𝑥+1
∑

𝑖=0

𝑁𝑦+1
∑

𝑗=0

𝑁𝑧+1
∑

𝑘=0
𝛼𝑦𝑥𝑖 𝛼𝑦𝑦𝑗 𝛼𝑦𝑧𝑘 (𝑈𝑦

𝑖𝑗 𝑘)𝑛+1𝑔𝑦𝑥(𝑘
𝑦𝑥
𝑖 𝑥)𝑔𝑦𝑦(𝑘𝑦𝑦𝑗 𝑦)𝑔𝑦𝑧(𝑘𝑦𝑧𝑘 𝑧)

�̃�𝑛+1𝑧 (𝑥, 𝑦, 𝑧) =
𝑁𝑥+1
∑

𝑖=0

𝑁𝑦+1
∑

𝑗=0

𝑁𝑧+1
∑

𝑘=0
𝛼𝑧𝑥𝑖 𝛼𝑧𝑦𝑗 𝛼𝑧𝑧𝑘 (𝑈𝑧

𝑖𝑗 𝑘)𝑛+1𝑔𝑧𝑥(𝑘𝑧𝑥𝑖 𝑥)𝑔𝑧𝑦(𝑘𝑧𝑦𝑗 𝑦)𝑔𝑧𝑧(𝑘𝑧𝑧𝑘 𝑧)

(d) 𝝈𝑛+1(𝐱) = C(𝐱) ∶ (

𝛁𝐮0(𝐱) + 𝛁�̃�𝑛+1(𝐱)
)

(e) Conver gence t est.

(59)

The convergence test consists in verifying the local equilibrium. Then, following Parseval’s identity, the 𝐿2 norm of 𝐝𝐢𝐯 𝝈(𝐱)
reads

‖𝐝𝐢𝐯 𝝈‖2
𝐿2 = 1

𝐿𝑥𝐿𝑦𝐿𝑧 ∫𝛺
(𝐝𝐢𝐯 𝝈(𝐱))2 d𝛺 =

𝑁𝑥
∑

𝑖=0

𝑁𝑦
∑

𝑗=0

𝑁𝑧
∑

𝑘=0

(

(𝐿𝑥
𝑖𝑗 𝑘)2 + (𝐿𝑦

𝑖𝑗 𝑘)2 + (𝐿𝑧
𝑖𝑗 𝑘)2

)

(60)

where 𝐿𝑥
𝑖𝑗 𝑘, 𝐿𝑦

𝑖𝑗 𝑘 and 𝐿𝑧
𝑖𝑗 𝑘 are given by

⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

𝐿𝑥
𝑖𝑗 𝑘 = 8

𝐿𝑥𝐿𝑦𝐿𝑧 ∫𝛺

(

𝜕 𝜎𝑥𝑥
𝜕 𝑥 +

𝜕 𝜎𝑥𝑦
𝜕 𝑦 +

𝜕 𝜎𝑥𝑧
𝜕 𝑧

)

𝑣𝑥𝑖𝑗 𝑘(𝐱)d𝛺

𝐿𝑦
𝑖𝑗 𝑘 = 8

𝐿𝑥𝐿𝑦𝐿𝑧 ∫𝛺

( 𝜕 𝜎𝑥𝑦
𝜕 𝑥 +

𝜕 𝜎𝑦𝑦
𝜕 𝑦 +

𝜕 𝜎𝑦𝑧
𝜕 𝑧

)

𝑣𝑦𝑖𝑗 𝑘(𝐱)d𝛺

𝐿𝑧
𝑖𝑗 𝑘 = 8

𝐿𝑥𝐿𝑦𝐿𝑧 ∫𝛺

(

𝜕 𝜎𝑥𝑧
𝜕 𝑥 +

𝜕 𝜎𝑦𝑧
𝜕 𝑦 +

𝜕 𝜎𝑧𝑧
𝜕 𝑧

)

𝑣𝑧𝑖𝑗 𝑘(𝐱)d𝛺 .

(61)

The integrals (61) are computed as described in Appendix B for 𝐝𝐢𝐯 τ, and the convergence is considered achieved when [27]

𝛥𝑥

√

√

√

√

√

𝑁𝑥
∑

𝑖=0

𝑁𝑦
∑

𝑗=0

𝑁𝑧
∑

𝑘=0

(

(𝐿𝑥
𝑖𝑗 𝑘)2 + (𝐿𝑦

𝑖𝑗 𝑘)2 + (𝐿𝑧
𝑖𝑗 𝑘)2

)

√

√

√

√

√

𝑁𝑥
∑

𝑖=0

𝑁𝑦
∑

𝑗=0

𝑁𝑧
∑

𝑘=0
(𝜎2𝑥𝑥,𝑖𝑗 𝑙 + 𝜎2𝑦𝑦,𝑖𝑗 𝑙 + 𝜎2𝑧𝑧,𝑖𝑗 𝑙 + 2𝜎2𝑥𝑦,𝑖𝑗 𝑙 + 2𝜎2𝑥𝑧,𝑖𝑗 𝑙 + 2𝜎2𝑦𝑧,𝑖𝑗 𝑙)

≤ tol, (62)

where tol is the tolerance taken at 10−8 in the following.

3.5. Proof of convergence associated with the modified auxiliary problem

As the proposed modification of the polarization tensor may alter the convergence of the iterative scheme, a proof of convergence
is required to (i) ensure the convergence of the method and (ii) provide guidelines for the determination of an appropriate
comparison material. Following the convergence proof for the classical FFT-based method proposed by Michel et al. [39], we look
into the eigenvalues of the operator leading from an iteration to another. In the periodic framework proposed by Moulinec and
Suquet [1], which operates on the strain field, it is referred as the Green operator and noted 𝜞 0. It is slightly different in this work
as we operate on the displacement field and with different boundary conditions.

For given boundary conditions (either Dirichlet and/or Neumann), let us consider the linear operator 𝜦0 giving the solution 𝐮
of the auxiliary problem (50) under null boundary conditions and for a given polarization tensor τ. Then,

𝐮 = 𝜦0(τ) (63)
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is the unique solution of (50) under null boundary conditions and therefore verifies

𝐝𝐢𝐯(B0 ∶ 𝛁𝐮(𝐱)) = −𝐝𝐢𝐯(τ(𝐱)), ∀𝐱. (64)

For further use, we remark that, for a polarization field given by

τ(𝐱) = −B0 ∶ 𝛁𝐮(𝐱), ∀𝐱, (65)

with 𝐮 a given displacement field with null boundary conditions, 𝐮 is the solution of (64), leading to the identity

𝐮 = 𝜦0(−B0 ∶ 𝛁𝐮). (66)

Considering the algorithm presented in Section 3.4, the fluctuation field at iteration 𝑛 + 1 is solution of

𝐝𝐢𝐯(B0 ∶ 𝛁�̃�𝑛+1(𝐱)) = −𝐝𝐢𝐯(τ𝑛(𝐱) + B0 ∶ 𝛁𝐮0) ∀𝐱, (67)

under null boundary conditions. Then, the iterative scheme can be expressed as

�̃�𝑛+1 = 𝜦0(τ𝑛 + B0 ∶ 𝛁𝐮0) = 𝜦0 ((C − B0) ∶ 𝛁(𝐮0 + �̃�𝑛) + B0 ∶ 𝛁𝐮0
)

. (68)

Let us split the fluctuation field �̃�𝑛 at iteration 𝑛 into the fluctuation of the solution field of the actual problem, denoted as �̃�sol, and
the error field at iteration 𝑛, denoted as �̃�𝑛er r . It reads

�̃�𝑛 = �̃�sol + �̃�𝑛er r . (69)

Following (68), the solution of the actual problem must verify

�̃�sol = 𝜦0 ((C − B0) ∶ 𝛁(𝐮0 + �̃�sol) + B0 ∶ 𝛁𝐮0
)

. (70)

Considering (68), (69) and (70), the evolution of the error field with the iterations can be expressed as

�̃�𝑛+1er r = 𝜦0 ((C − B0) ∶ 𝛁�̃�𝑛er r
)

. (71)

Thus, one can ensure the convergence of the iterative scheme by proving that the operator

�̃�er r → 𝜦0 ((C − B0) ∶ 𝛁�̃�er r
)

, (72)

is a contracting operator, i.e. that its eigenvalues lie between minus one and one. Let us consider an eigenvector �̃�𝛼 of the operator
associated with an eigenvalue 𝛼, i.e. such that

𝛼�̃�𝛼 = 𝜦0 ((C − B0) ∶ 𝛁�̃�𝛼
)

. (73)

Following the reasoning presented in [39], and taking advantage of the identity (66) to obtain 𝜦0((1 − 𝛼)B0 ∶ 𝛁�̃�𝛼) = −(1 − 𝛼)�̃�𝛼 ,
one can rewrite (73) into

�̃�𝛼 = 𝜦0 (((C − (1 − 𝛼)B0) − B0) ∶ 𝛁�̃�𝛼
)

, (74)

which means that �̃�𝛼 is solution of
{

𝐝𝐢𝐯𝝈(𝐱) = 𝟎 ∀𝐱 ∈ 𝛺
𝝈(𝐱) = (

C(𝐱) − (1 − 𝛼)B0) ∶ 𝛁𝐮(𝐱) ∀𝐱 ∈ 𝛺 , (75)

under null boundary conditions. If C(𝐱) − (1 − 𝛼)B0 is positive definite (resp. negative definite) ∀𝐱 ∈ 𝛺, Eq. (75) has a unique
solution, which is �̃�𝛼 = 0. Thus, for every eigenvalues 𝛼, there are 𝐱 such that C(𝐱) − (1 − 𝛼)B0 has negative eigenvalues and 𝐱 such
that C(𝐱) − (1 − 𝛼)B0 has positive eigenvalues. To study the eigenvalues of C(𝐱) − (1 − 𝛼)B0, we consider, as done by Michel et al.
[39], the particular case of C isotropic (i.e. that 𝐶𝑖𝑗 𝑘𝑙(𝐱) = 𝜆(𝐱)𝛿𝑖𝑗𝛿𝑘𝑙 + 𝜇(𝐱)(𝛿𝑖𝑘𝛿𝑗 𝑙 + 𝛿𝑖𝑙𝛿𝑗 𝑘)). Eq. (75)2 is then written under a matrix
form, reading

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎝

𝜎𝑥𝑥
𝜎𝑦𝑦
𝜎𝑧𝑧
𝜎𝑥𝑦
𝜎𝑦𝑥
𝜎𝑥𝑧
𝜎𝑧𝑥
𝜎𝑦𝑧
𝜎𝑧𝑦

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎠

=

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎝

𝛥𝜇 𝜆 𝜆 𝜆 0 0 0 0 0 0
𝜆 𝛥𝜇 𝜆 𝜆 0 0 0 0 0 0
𝜆 𝜆 𝛥𝜇 𝜆 0 0 0 0 0 0
0 0 0 𝛥𝜇 𝜇 0 0 0 0
0 0 0 𝜇 𝛥𝜇 0 0 0 0
0 0 0 0 0 𝛥𝜇 𝜇 0 0
0 0 0 0 0 𝜇 𝛥𝜇 0 0
0 0 0 0 0 0 0 𝛥𝜇 𝜇
0 0 0 0 0 0 0 𝜇 𝛥𝜇

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎠

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎝

𝜕 𝑢𝑥∕𝜕 𝑥
𝜕 𝑢𝑦∕𝜕 𝑦
𝜕 𝑢𝑧∕𝜕 𝑧
𝜕 𝑢𝑦∕𝜕 𝑥
𝜕 𝑢𝑥∕𝜕 𝑦
𝜕 𝑢𝑧∕𝜕 𝑥
𝜕 𝑢𝑥∕𝜕 𝑧
𝜕 𝑢𝑧∕𝜕 𝑦
𝜕 𝑢𝑥∕𝜕 𝑧

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎠

(76)

with

𝛥𝜇 𝜆 = 2𝜇(𝐱) + 𝜆(𝐱) − (1 − 𝛼)(2𝜇0 + 𝜆0) ; 𝛥𝜇 = 𝜇(𝐱) − (1 − 𝛼)𝜇0. (77)
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The eigenvalues of the matrix in Eq. (76) read
⎧

⎪

⎪

⎨

⎪

⎪

⎩

𝑒1 = 2𝜇(𝐱) − (1 − 𝛼)(2𝜇0 + 𝜆0)
𝑒2 = 2𝜇(𝐱) + 3𝜆(𝐱) − (1 − 𝛼)(2𝜇0 + 𝜆0)
𝑒3 = 2𝜇(𝐱) − (1 − 𝛼)𝜇0
𝑒4 = −(1 − 𝛼)𝜇0.

(78)

First, it is easy to remark that 𝛼 ≥ 1 leads to 𝑒𝑖 ≥ 0 for 𝑖 = 1, 2, 3, 4, which is excluded. In the case 𝛼 < 1, one has 𝑒4 < 0. Therefore,
the existence of an eigenvalue 𝛼 requires 𝑒1 ≥ 0 or 𝑒2 ≥ 0 or 𝑒3 ≥ 0, leading to :

𝛼 ≥ 1 − 2𝜇(𝐱)
2𝜇0 + 𝜆0

or 𝛼 ≥ 1 − 2𝜇(𝐱) + 3𝜆(𝐱)
2𝜇0 + 𝜆0

or 𝛼 ≥ 1 − 2𝜇(𝐱)
𝜇0

. (79)

Then, the following conditions,

2𝜇0 + 𝜆0 > 𝜇(𝐱) and 2𝜇0 + 𝜆0 > 𝜇(𝐱) + 3
2
𝜆(𝐱) and 𝜇0 > 𝜇(𝐱), (80)

enforce 𝛼 > −1, and therefore ensure the convergence of the iterative scheme.
Following [39], one might try to estimate the rate of convergence thanks to the spectral radius of the operator, i.e. the minimum

and maximum values of the eigenvalues 𝛼. An eigenvalue 𝛼 can be expressed with respect to 𝑒𝑖, 𝑖 = 1, 2, 3, 4 using (78). It reads

𝛼 = 1 + 𝑒1(𝐱) − 2𝜇(𝐱)
2𝜇0 + 𝜆0

= 1 + 𝑒2(𝐱) − (2𝜇(𝐱) + 3𝜆(𝐱))
2𝜇0 + 𝜆0

= 1 + 𝑒3(𝐱) − 2𝜇(𝐱)
𝜇0

= 1 + 𝑒4(𝐱)
𝜇0

, ∀𝐱. (81)

Let us denote as 𝛼𝑖(𝐱) the following expressions, obtained by putting 𝑒𝑖(𝐱) to zero in (81),
⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

𝛼1(𝐱) = 1 − 2𝜇(𝐱)
2𝜇0 + 𝜆0

,

𝛼2(𝐱) = 1 − 2𝜇(𝐱) + 3𝜆(𝐱)
2𝜇0 + 𝜆0

,

𝛼3(𝐱) = 1 − 2𝜇(𝐱)
𝜇0

,

𝛼4(𝐱) = 1.

(82)

Considering that, for any eigenvalue 𝛼, there are 𝑖 and 𝐱 such that 𝑒𝑖(𝐱) ≥ 0 and 𝑖 and 𝐱 such that 𝑒𝑖(𝐱) ≤ 0, equation (81) leads to
the following bounds

min
𝑖,𝐱

𝛼𝑖(𝐱) ≤ 𝛼 ≤ max
𝑖,𝐱

𝛼𝑖(𝐱) = 1. (83)

Thus, this approach only proves that the spectral radius is inferior to one, which ensures convergence of the iterative scheme (at
least on the finite dimension spaces considered in the practical applications), but does not give any further information about the
rate of convergence. Considering the classical scheme and the proof of convergence proposed by Michel et al. [39], in which the
spectral radius is bounded by values related to the comparison material and strictly inferior to one, it is interesting to note that
the modification of the auxiliary problem leads to different eigenvalues of the local operator (matrix (76)), and particularly to
the 𝑒4 eigenvalue, whose eigenvector is related to the antisymmetric part of 𝛁𝐮, not considered in the classical framework. This
particularity prevents from a better bound of the spectral radius, and therefore, contrary to the periodic case considered in [39], it
does not provide an estimate of the rate of convergence. Further numerical assessments will give a better appreciation of the actual
rate of convergence of the proposed method.

4. Applications

4.1. Description of the simulations

The discrete sine–cosine based method is now applied to the study of the local and overall response of a composite material made
of two isotropic phases,6 a matrix of elasticity properties (𝜅1, 𝜇1) and an inclusion of elasticity properties (𝜅2, 𝜇2). In the applications
considered, we fix Poisson’s ratios in each phase to 𝜈1 = 𝜈2 = 0.25, so the contrast between the phases reduce to a single parameter
and is defined by 𝜅2∕𝜅1 = 𝜇2∕𝜇1 = 𝜆2∕𝜆1 = 𝐸2∕𝐸1. For the application, we consider a 2-d plane strain case and the 2-d domain
[0, 1] × [0, 1] is discretized with 512 × 512 grid points, comprising a centered square inclusion of side 0.5. Following the convergence
conditions given by (80), we consider the values 𝜆0 = 1.5 × max(𝜆1, 𝜆2) and 𝜇0 = 1.5 × max(𝜇1, 𝜇2) for the homogeneous reference
material used to define the auxiliary problem.

Several types of boundary conditions will be considered:

• Kinematic Uniform Boundary Conditions (KUBC) (corresponding to a particular Dirichlet case) associated with the volume
average (macroscopic) of the strain field ⟨𝜺⟩, that is

𝐮(𝐱) = ⟨𝜺⟩ ⋅ 𝐱, ∀𝐱 ∈ 𝜕 𝛺 . (84)

6 We consider, for illustrative purposes, an isotropic behavior, but the method is naturally written in the anisotropic setting as shown by Eq. (32).
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Fig. 1. Distribution of the components of the displacement field in the KUBC case. (a) Component 𝑢1 and (b) Component 𝑢2.

• Static Uniform Boundary Conditions (SUBC) (corresponding to a particular Neumann case) associated with the volume average
of the stress field ⟨𝝈⟩, that is

𝝈(𝐱) ⋅ 𝐧(𝐱) = ⟨𝝈⟩ ⋅ 𝐧(𝐱), ∀𝐱 ∈ 𝜕 𝛺 , (85)

where 𝐧(𝐱) is the outward normal.
• Arbitrary Dirichlet–Neumann Boundary Conditions (ADNBC), for which an arbitrary displacement 𝐮(𝐱) is prescribed on the

boundary 𝜕 𝛺D and a surface force 𝝈(𝐱) ⋅ 𝐧(𝐱) is prescribed on the boundary 𝜕 𝛺N.

The cases of KUBC and SUBC will be used to calculate the macroscopic (effective) elasticity tensor using the relation

⟨𝝈⟩ = C ∶ ⟨𝜺⟩ , (86)

where ⟨𝝈⟩ is calculated as the volume average of the stress 𝝈 (in the KUBC case) and ⟨𝜺⟩ is calculated as the volume average of the
strain 𝜺 (in the SUBC case). In the present 2D case, C will be expressed using the following Kelvin notation:

⎛

⎜

⎜

⎝

⟨𝜎11⟩
⟨𝜎22⟩
⟨𝜎12⟩

⎞

⎟

⎟

⎠

=

⎛

⎜

⎜

⎜

⎝

𝐶1111 𝐶1122 𝐶1112
𝐶1122 𝐶2222 𝐶2212
𝐶1112 𝐶2212 𝐶1212

⎞

⎟

⎟

⎟

⎠

⋅
⎛

⎜

⎜

⎝

⟨𝜀11⟩
⟨𝜀22⟩
2 ⟨𝜀12⟩

⎞

⎟

⎟

⎠

. (87)

Given the symmetries of the problem considered, the overall elasticity tensor is expected to be cubic (i.e. 𝐶1112 = 𝐶2212 = 0 and
𝐶1111 = 𝐶2222).

In all the applications considered, we take the value tol = 10−8 for the tolerance used in criterion (62).

4.2. Local fields for KUBC and SUBC cases

We consider a contrast 𝜅2∕𝜅1 = 102.
Kinematic uniform boundary conditions. We perform a KUBC simulation with the following loading

⟨𝜺⟩ =
(

1 1
1 0

)

. (88)

Convergence of the iterative scheme is reached for about 2000 iterations. The distribution of the components 𝑢1 and 𝑢2 of the
displacement field is represented in Fig. 1. One can notice that the boundary conditions (84) are correctly applied, for the loading
considered (88). The components 𝜀11 and 𝜀12 are represented in Fig. 2. These fields show no numerical artifact at the cell boundaries
but classical oscillations are observed near the inclusion corner, which is typical when a continuous Green operator is used. The
components 𝜎11 and 𝜎12 are finally represented in Fig. 2.

Considering the contrast 𝜅2∕𝜅1 = 102, the calculations performed using KUBC lead to the macroscopic elasticity tensor (expressed
using Eq. (87)):

CK UBC =
⎛

⎜

⎜

⎝

1.93 0.51 0
0.51 1.93 0
0 0 0.63

⎞

⎟

⎟

⎠

. (89)
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Fig. 2. Distribution of the components of the strain and stress fields in the KUBC case. (a) Strain component 𝜀11, (b) Strain component 𝜀12, (c) Stress component
𝜎11 and (d) Stress component 𝜎12.

Static uniform boundary conditions. We continue with a SUBC simulation considering the following loading

⟨𝝈⟩ =
(

1 1
1 0

)

. (90)

In that case, convergence of the iterative scheme is reached for about 6500 iterations. The components 𝜀11 and 𝜀12 are represented
in Fig. 3. As previously, no numerical artifact are observed at the cell boundaries but classical oscillations are observed near the
inclusion corner. Finally the components 𝜎11 and 𝜎12 are represented in Fig. 3. One can notice that the boundary conditions (85)
are correctly applied, for the loading considered (90).

The calculations performed using SUBC lead to the macroscopic elasticity tensor (expressed using the convention of Eq. (87)):

CSUBC =
⎛

⎜

⎜

⎝

1.81 0.59 0
0.59 1.81 0
0 0 0.54

⎞

⎟

⎟

⎠

. (91)

It is easy to show that CK UBC > CSUBC in the sense of quadratic forms.

4.3. Influence of the contrast

We study in this section the influence of the contrast upon (i) the number of iteration to convergence and (ii) the macroscopic
elastic properties. We focus on the 2-d plane strain bulk modulus only, which is defined as

𝜅2d =
𝐶1111 + 𝐶1122

2
. (92)
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Fig. 3. Distribution of the components of the strain and stress fields in the SUBC case. (a) Strain component 𝜀11, (b) Strain component 𝜀12, (c) Stress component
𝜎11 and (d) Stress component 𝜎12.

In addition to the KUBC and SUBC cases, we also consider the periodic case (PBC) in order to provide a numerical comparison
of the number of iterations to convergence between the periodic and the non-periodic approaches (and also the macroscopic 2-d
bulk modulus).

First, number of iterations up to convergence is represented in Fig. 4 as a function of the contrast. As expected with a continuous
Green operator with a fixed-point iterative procedure, the number of iterations increases with the contrast, similarly to the non-
periodic conductivity case [29]. One might remark that, despite the poor spectral radius bound derived in Section 3.5 (which is not
related to the contrast) one retrieves the classical linear dependency on the contrast, as with the classical scheme (PBC). Accelerated
schemes developed in the periodic case are expected to improve the convergence rate (see e.g. [6]). It must be noted that the SUBC
case requires extra iterations due to the one-voxel layer that is required for imposing the surface force; this could be possibly
improved by adjusting from one iteration to another (i) the material of the layer and (ii) the prescribed displacement field so as to
avoid any strong discontinuities across the interface.

Then, the dependency of the (normalized) macroscopic bulk modulus 𝜅2d∕𝜅2d
1 with the contrast is represented in Fig. 4b. As

expected it increases with the contrast and it is bounded by the asymptotic values 𝜅2d∕𝜅2d
1 = 0.47 and 𝜅2d∕𝜅2d

1 = 0.4 when 𝜅2d
2 ∕𝜅2d

1 → 0,
respectively for the KUBC and SUBC cases, and 𝜅2d∕𝜅2d

1 = 1.53 and 𝜅2d∕𝜅2d
1 = 1.52 when 𝜅2d

2 ∕𝜅2d
1 → ∞, respectively for the KUBC and

SUBC cases. The value predicted using PBC lies between the bounds obtained using KUBC and SUBC; this is related to the (standard)
property CK UBC > CPBC > CSUBC in the sense of quadratic forms.

4.4. Tensile test of square heterogeneous beam

We finally study the case of a square heterogeneous ‘‘beam’’ subjected to a tensile test (see Fig. 5). This case is interesting as it
shows the ability of the present approach to be used not only in the context of micromechanics (using KUBC or SUBC) but also for
beams (or plates) made of heterogeneous constituents, which can be considered as a first step towards the used of FFT-based for
simple structures. The boundary conditions, shown in Fig. 5, can be applied by considering
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Fig. 4. Influence of the contrast. (a) Number of iterations up to convergence and (b) Normalized macroscopic bulk modulus 𝜅2d∕𝜅2d
1 .

Fig. 5. Tensile test of square heterogeneous ‘‘beam’’.

• For the displacement 𝑢𝑥, Dirichlet–Neumann conditions on the 𝑥−faces and Neumann–Neumann conditions on the 𝑦−faces.
This leads to a DST-III for the 𝑥−direction and DCT-I for the 𝑦−direction;

• For the displacement 𝑢𝑦, Neumann–Neumann conditions on the 𝑥−faces and Neumann–Neumann conditions on the 𝑦−faces.
This leads to a DCT-I for the 𝑥−direction and DCT-I for the 𝑦−direction;

It must be noted that a clamped boundary condition could also be applied by considering, for 𝑢𝑦, DST-III instead of DCT-I. We
consider the case 𝜈1 = 𝜈2 = 0.25 and 𝐸2∕𝐸1 = 1∕10, which corresponds to a soft inclusion.

The distribution of the displacement field is first represented in Fig. 6. One can remark that the boundary conditions are correctly
applied as the component 𝑢1 is null on the left boundary. The component 𝑢1 is heterogeneous but it is overall increasing with 𝑥
which is expected from a tensile test. One can remark that 𝑢1 is heterogeneous on the right boundary (𝑥 = 𝐿𝑥), as there is no
prescribed displacement on this face. The component 𝑢2 is also heterogeneous and with negative and positive values respectively
on the top and bottom boundaries, which classically corresponds to a Poisson effect.
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Fig. 6. Distribution of the components of the displacement field in the ‘‘tensile test’’. (a) Component 𝑢1 and (b) Component 𝑢2.

The components of the strain (𝜀11 and 𝜀22) and stress (𝜎11 and 𝜎22) fields are then represented in Fig. 7. The component 𝜎11 is
uniform on the right boundary since a uniform surface force has been applied. The presence of the inclusion leads to heterogeneous
mechanical fields. In particular, the tensile stress is heterogeneous in the left boundary which is due to the inclusion. Overall,
those results enhance the importance of the boundary conditions for this kind of situation, as the presence of the inclusion results in
significantly different displacement, strain and stress components on opposite faces, which cannot be predicted by the usual periodic
boundary conditions.

5. Conclusion

This work was devoted to the development of a new class of spectral FFT-based solvers for materials with heterogeneous
mechanical properties and subjected to non-periodic, Dirichlet and/or Neumann, boundary conditions. This works is thus a direct
extension of the seminal work of Moulinec and Suquet [1] to non-periodic boundary conditions. The method is based, as in the case
of conductivity [27–29], on the decomposition of the displacement field solution of the problem into a known term verifying the
boundary conditions and a fluctuation term described by appropriate sine–cosine series inducing no contribution on the boundary.
The principle of the method is then very similar to the periodic case, i.e. it is based on an iterative solution of the so-called Lippmann–
Schwinger equation [1]. The auxiliary problem is simply modified (through some reference material acting on the displacement
gradient and not its symmetrical part) in order not to include cross-derivatives (which were shown to lead to a hard-to-solve linear
system). This auxiliary problem is solved using discrete sine–cosine transforms which naturally emerge in the Galerkin method using
an approximation space spanned by sine–cosine series. The method therefore relies on the numerical complexity of fast Fourier
transforms and allows the consideration of arbitrary boundary conditions on entire faces, including as particular cases kinematic
uniform boundary conditions and static uniform boundary conditions. The method has been successfully applied to several cases
including the homogenization of a composite (using both KUBC and SUBC) as well as some ‘‘structure’’ (a beam subjected to a
tensile loading).

As shown by a study of the influence of the contrast, the present method suffers from the same drawbacks than the initial method
of Moulinec and Suquet [1] in the periodic case, i.e. the convergence rate scales linearly with the contrast, making the method not
suitable for highly-contrasted materials. This can be improved by the use of a discrete scheme based on finite differences as done
by Gélébart [27] in conductivity problems; this will be presented in a future work. This approach based on discrete Green operator
is also expected to improve the quality of the solution field, with a notable reduction of spurious oscillations [30]. In addition,
accelerated iterative schemes are also expected to improve the convergence of the method [3–7].

This work was restricted to linear elasticity problems for illustrative purposes. The extension of the present method to material
non-linearity (e.g. plasticity, damage, etc.) is straightforward [1]: it simply requires to solve an additional local problem, as the
method itself corresponds to the resolution of the global step (i.e. the global equilibrium of the structure).

This work paves the way of using the FFT-based framework of Moulinec and Suquet [1] in applications that are beyond
periodic homogenization, including notably inertia effects in elastodynamic problems of heterogeneous materials, higher-order
homogenization (of architectured materials) using higher-order boundary type conditions such as quadratic boundary conditions
(QBC), and crack propagation in (finite) heterogeneous microstructures (without numerical artifacts in the propagation due to
periodicity [40]).
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Fig. 7. Distribution of the components of the strain and stress fields in the ‘‘tensile test’’. (a) Strain component 𝜀11, (b) Strain component 𝜀22, (c) Stress component
𝜎11 and (d) Stress component 𝜎22.
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Appendix A. Orthogonality of the modes

The weak formulation (38) involves the calculation of elementary integrals which can be of two types, identical modes (associated
to second order direct partial derivatives) and cross modes (associated to cross partial derivatives).
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Considering 𝑘1 and 𝑘2 two integers, the elementary integrals associated to identical mode read
⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎩

2
𝐿 ∫

𝐿

0
sin

(

𝑘1
𝑥𝜋
𝐿

)

sin
(

𝑘2
𝑥𝜋
𝐿

)

d𝑥 =
{

0 if 𝑘1 ≠ 𝑘2
1 if 𝑘1 = 𝑘2

2
𝐿 ∫

𝐿

0
cos

(

𝑘1
𝑥𝜋
𝐿

)

cos
(

𝑘2
𝑥𝜋
𝐿

)

d𝑥 =

⎧

⎪

⎨

⎪

⎩

0 if 𝑘1 ≠ 𝑘2
1 if 𝑘1 = 𝑘2 ≠ 0
2 if 𝑘1 = 𝑘2 = 0

2
𝐿 ∫

𝐿

0
sin

(

(2𝑘1 + 1) 𝑥𝜋
2𝐿

)

sin
(

(2𝑘2 + 1) 𝑥𝜋
2𝐿

)

d𝑥 =
{

0 if 𝑘1 ≠ 𝑘2
1 if 𝑘1 = 𝑘2

2
𝐿 ∫

𝐿

0
cos

(

(2𝑘1 + 1) 𝑥𝜋
2𝐿

)

cos
(

(2𝑘2 + 1) 𝑥𝜋
2𝐿

)

d𝑥 =
{

0 if 𝑘1 ≠ 𝑘2
1 if 𝑘1 = 𝑘2

(A.1)

Considering again 𝑘1 and 𝑘2 two integers, the elementary integrals associated to cross modes read
⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎩

2
𝐿 ∫

𝐿

0
cos

(

𝑘1
𝑥𝜋
𝐿

)

sin
(

𝑘2
𝑥𝜋
𝐿

)

d𝑥 =

⎧

⎪

⎨

⎪

⎩

2𝑘2
𝜋

(−1)𝑘1+𝑘2 − 1
𝑘21 − 𝑘22

if 𝑘1 ≠ 𝑘2

0 if 𝑘1 = 𝑘2
2
𝐿 ∫

𝐿

0
sin

(

(2𝑘1 + 1) 𝑥𝜋
2𝐿

)

sin
(

𝑘2
𝑥𝜋
𝐿

)

d𝑥 = 8
𝜋

(−1)𝑘1+𝑘2 𝑘2
(

1 + 2𝑘1
)2 − 4𝑘22

2
𝐿 ∫

𝐿

0
cos

(

(2𝑘1 + 1) 𝑥𝜋
2𝐿

)

sin
(

𝑘2
𝑥𝜋
𝐿

)

d𝑥 = − 8
𝜋

𝑘2
(

1 + 2𝑘1
)2 − 4𝑘22

2
𝐿 ∫

𝐿

0
cos

(

(2𝑘1 + 1) 𝑥𝜋
2𝐿

)

cos
(

𝑘2
𝑥𝜋
𝐿

)

d𝑥 = 4
𝜋
(−1)𝑘1+𝑘2 (1 + 2𝑘1)
(

1 + 2𝑘1
)2 − 4𝑘22

2
𝐿 ∫

𝐿

0
sin

(

(2𝑘1 + 1) 𝑥𝜋
2𝐿

)

cos
(

𝑘2
𝑥𝜋
𝐿

)

d𝑥 = 4
𝜋

1 + 2𝑘1
(

1 + 2𝑘1
)2 − 4𝑘22

2
𝐿 ∫

𝐿

0
sin

(

(2𝑘1 + 1) 𝑥𝜋
2𝐿

)

cos
(

(2𝑘2 + 1) 𝑥𝜋
2𝐿

)

d𝑥 =

⎧

⎪

⎨

⎪

⎩

1 + 2𝑘1 + (−1)1+𝑘1+𝑘2 (1 + 2𝑘2)
𝜋(𝑘1 − 𝑘2)(1 + 𝑘1 + 𝑘2)

if 𝑘1 ≠ 𝑘2
2
𝜋

1
1 + 2𝑘1

if 𝑘1 = 𝑘2

(A.2)

Appendix B. Detailed calculation of the elementary integrals

The integrals 𝐼𝑥𝑙 𝑚𝑛, 𝐾𝑥
𝑙 𝑚𝑛 and 𝐼𝑥0𝑙 𝑚𝑛 involved in the weak formulation of the modified auxiliary problem are calculated as follows.

• The integral 𝐼𝑥𝑙 𝑚𝑛 reads

𝐼𝑥𝑙 𝑚𝑛 =
𝑁𝑥+1
∑

𝑖=0

𝑁𝑦+1
∑

𝑗=0

𝑁𝑧+1
∑

𝑘=0

[

−
(

(

𝜆0 + 2𝜇0
)

(𝜉𝑥𝑥𝑖 )2 + 𝜇0
(

(𝜉𝑥𝑦𝑗 )2 + (𝜉𝑥𝑧𝑘 )2
))

𝛼𝑥𝑥𝑖 𝛼𝑥𝑦𝑗 𝛼𝑥𝑧𝑘 𝑈𝑥
𝑖𝑗 𝑘 ×

∫

𝑥=𝐿𝑥

𝑥=0
𝑔𝑥𝑥(𝑘𝑥𝑥𝑖 𝑥)𝑔𝑥𝑥(𝑘𝑥𝑥𝑙 𝑥)d𝑥 × ∫

𝑦=𝐿𝑦

𝑦=0
𝑔𝑥𝑦(𝑘𝑥𝑦𝑗 𝑦)𝑔𝑥𝑦(𝑘𝑥𝑦𝑚 𝑦)d𝑦 × ∫

𝑧=𝐿𝑧

𝑧=0
𝑔𝑥𝑧(𝑘𝑥𝑧𝑘 𝑧)𝑔𝑥𝑧(𝑘𝑥𝑧𝑛 𝑧)d𝑧

]

. (B.1)

After calculation of the elementary integrals in Eq. (B.1), it can be shown that

𝐼𝑥𝑙 𝑚𝑛 = −𝐿𝑥𝐿𝑦𝐿𝑧

8
((

𝜆0 + 2𝜇0
)

(𝜉𝑥𝑥𝑙 )2 + 𝜇0
(

(𝜉𝑥𝑦𝑚 )2 + (𝜉𝑥𝑧𝑛 )2
))

𝑈𝑥
𝑙 𝑚𝑛, (B.2)

since

∫

𝑥=𝐿𝑥

𝑥=0
𝑔𝑥𝑥(𝑘𝑥𝑥𝑖 𝑥)𝑔𝑥𝑥(𝑘𝑥𝑥𝑙 𝑥)d𝑥 =

𝛿𝑖𝑙𝐿𝑥
2𝛼𝑥𝑥𝑙

, ∫

𝑦=𝐿𝑦

𝑦=0
𝑔𝑥𝑦(𝑘𝑥𝑦𝑗 𝑦)𝑔𝑥𝑦(𝑘𝑥𝑦𝑚 𝑦)d𝑦 =

𝛿𝑗 𝑚𝐿𝑦

2𝛼𝑥𝑦𝑚
, ∫

𝑧=𝐿𝑧

𝑧=0
𝑔𝑥𝑧(𝑘𝑥𝑧𝑘 𝑧)𝑔𝑥𝑧(𝑘𝑥𝑧𝑛 𝑧)d𝑧 =

𝛿𝑘𝑛𝐿𝑧
2𝛼𝑥𝑧𝑛

,

(B.3)

with 𝛿 the Kronecker symbol.
• The integral 𝐼𝑥0𝑙 𝑚𝑛 reads

𝐼𝑥0𝑙 𝑚𝑛 = ∫𝛺

(

(

𝜆0 + 2𝜇0
) 𝜕2𝑢0𝑥
𝜕 𝑥2 (𝐱) + 𝜇0

(

𝜕2𝑢0𝑥
𝜕 𝑦2 (𝐱) + 𝜕2𝑢0𝑥

𝜕 𝑧2 (𝐱)
))

𝑔𝑥𝑥(𝑘𝑥𝑥𝑙 𝑥)𝑔𝑥𝑦(𝑘𝑥𝑦𝑚 𝑦)𝑔𝑥𝑧(𝑘𝑥𝑧𝑛 𝑧)d𝛺 . (B.4)

Assuming that all second derivatives of the function 𝑢0𝑥 are known analytically, then the integral (B.4) can be simply calculated
approximately as

𝐼𝑥0𝑙 𝑚𝑛 =
𝐿𝑥𝐿𝑦𝐿𝑧

(𝑁𝑥 + 1)(𝑁𝑦 + 1)(𝑁𝑧 + 1)
(

𝑥
xyz(𝜟𝒖

𝟎
𝒙)
)

𝑙 𝑚𝑛 , (B.5)
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where 𝜟𝒖𝟎𝒙 is the array of size (𝑁𝑥+ 2) × (𝑁𝑦+ 2) × (𝑁𝑧+ 2) containing the values of the function (𝜆0+ 2𝜇0) 𝜕
2𝑢0𝑥
𝜕 𝑥2 +𝜇0

(

𝜕2𝑢0𝑥
𝜕 𝑦2 + 𝜕2𝑢0𝑥

𝜕 𝑧2
)

at

the grid points. It must be noted that this only requires the knowledge of the derivatives of 𝑢0𝑥 at the grid points; consequently,
if the analytical expression of the derivatives of the function 𝑢0𝑥 is not known, the integral 𝐼𝑥0𝑙 𝑚𝑛 can still be determined using
an approximation of its derivatives (using finite differences for instance).

• The integral 𝐾𝑥
𝑙 𝑚𝑛 reads

𝐾𝑥
𝑙 𝑚𝑛 = 𝐾𝑥𝑥

𝑙 𝑚𝑛 +𝐾𝑥𝑦
𝑙 𝑚𝑛 +𝐾𝑥𝑧

𝑙 𝑚𝑛 (B.6)

with

𝐾𝑥𝑥
𝑙 𝑚𝑛 = ∫𝛺

𝜕 𝜏𝑥𝑥
𝜕 𝑥 (𝐱)𝑔𝑥𝑥(𝑘𝑥𝑥𝑙 𝑥)𝑔𝑥𝑦(𝑘𝑥𝑦𝑚 𝑦)𝑔𝑥𝑧(𝑘𝑥𝑧𝑛 𝑧)d𝛺 , (B.7)

𝐾𝑥𝑦
𝑙 𝑚𝑛 = ∫𝛺

𝜕 𝜏𝑥𝑦
𝜕 𝑦 (𝐱)𝑔𝑦𝑥(𝑘𝑦𝑥𝑙 𝑥)𝑔𝑦𝑦(𝑘𝑦𝑦𝑚 𝑦)𝑔𝑦𝑧(𝑘𝑦𝑧𝑛 𝑧)d𝛺 , (B.8)

𝐾𝑥𝑧
𝑙 𝑚𝑛 = ∫𝛺

𝜕 𝜏𝑥𝑧
𝜕 𝑧 (𝐱)𝑔𝑧𝑥(𝑘𝑧𝑥𝑙 𝑥)𝑔𝑧𝑦(𝑘𝑧𝑦𝑚 𝑦)𝑔𝑧𝑧(𝑘𝑧𝑧𝑛 𝑧)d𝛺 . (B.9)

Following [29], the integrals defining 𝐾𝑥
𝑙 𝑚𝑛 are calculated using integration by parts since, in the definition of the auxiliary

problem, the known fields are 𝜏𝑥𝑥, 𝜏𝑥𝑦 and 𝜏𝑥𝑧, and not their partial derivatives. We only detail hereafter the calculation of
𝐾𝑥𝑥

𝑙 𝑚𝑛:
𝐾𝑥𝑥

𝑙 𝑚𝑛 = ∫

𝑦=𝐿𝑦

𝑦=0 ∫

𝑧=𝐿𝑧

𝑧=0

(

𝑔𝑥𝑥(𝑘𝑥𝑥𝑙 𝐿𝑥)𝜏𝑥𝑥(𝐿𝑥, 𝑦, 𝑧) − 𝑔𝑥𝑥(0)𝜏𝑥𝑥(0, 𝑦, 𝑧)
)

𝑔𝑥𝑦(𝑘𝑥𝑦𝑚 𝑦)𝑔𝑥𝑧(𝑘𝑥𝑧𝑛 𝑧)d𝑦d𝑧

− 𝜉𝑥𝑥𝑙 ∫𝛺
𝜏𝑥𝑥(𝑥, 𝑦, 𝑧)𝑔𝑥𝑥(𝑘𝑥𝑥𝑙 𝑥)𝑔𝑥𝑦(𝑘𝑥𝑦𝑚 𝑦)𝑔𝑥𝑧(𝑘𝑥𝑧𝑛 𝑧)d𝛺 . (B.10)

The amount of calculations is reduced by the introduction of the function 𝜏𝑥𝑥, whose expression depends on the type of
boundary conditions associated to 𝑢𝑥 on the 𝑥−faces:

⎧

⎪

⎪

⎨

⎪

⎪

⎩

𝜏𝑥𝑥(𝑥, 𝑦, 𝑧) = 𝜏𝑥𝑥(𝑥, 𝑦, 𝑧) (DD)

𝜏𝑥𝑥(𝑥, 𝑦, 𝑧) = 𝜏𝑥𝑥(𝑥, 𝑦, 𝑧) − 𝜏𝑥𝑥(0, 𝑦, 𝑧) −
𝜏𝑥𝑥(𝐿𝑥, 𝑦, 𝑧) − 𝜏𝑥𝑥(0, 𝑦, 𝑧)

𝐿𝑥
𝑥 (NN)

𝜏𝑥𝑥(𝑥, 𝑦, 𝑧) = 𝜏𝑥𝑥(𝑥, 𝑦, 𝑧) − 𝜏𝑥𝑥(𝐿𝑥, 𝑦, 𝑧) (DN)
𝜏𝑥𝑥(𝑥, 𝑦, 𝑧) = 𝜏𝑥𝑥(𝑥, 𝑦, 𝑧) − 𝜏𝑥𝑥(0, 𝑦, 𝑧) (ND).

(B.11)

The approximate calculation of 𝐾𝑥𝑥
𝑙 𝑚𝑛, using discrete sine–cosine transforms, leads to

𝐾𝑥𝑥
𝑙 𝑚𝑛 =

−𝐿𝑥𝐿𝑦𝐿𝑧

(𝑁𝑥 + 1)(𝑁𝑦 + 1)(𝑁𝑧 + 1)
[

𝜉𝑥𝑥𝑙
(

𝑥
xyz(�̃�𝑥)

)

𝑙 𝑚𝑛 + 𝑆𝑥𝑥
𝑙 𝑚𝑛

]

, (B.12)

where �̃�𝑥𝑥 denotes the array of size (𝑁𝑥 + 2) × (𝑁𝑦 + 2) × (𝑁𝑧 + 2) containing the values of the function 𝜏𝑥𝑥 at the grid points.
The term 𝑆𝑥𝑥

𝑙 𝑚𝑛 is always null, expect in the case 𝑙 = 0 of the NN boundary conditions on the x-component of 𝑢𝑥, where it is
given by

𝑆𝑥𝑥
0𝑚𝑛 = −(𝑁𝑥 + 1)

𝐿𝑥

(

𝑥
yz(𝝉

0
𝑥𝑥 − 𝝉𝐿𝑥

𝑥𝑥 )
)

𝑚𝑛. (B.13)

The term 𝐾𝑥
𝑙 𝑚𝑛 finally reads

𝐾𝑥
𝑙 𝑚𝑛 =

−𝐿𝑥𝐿𝑦𝐿𝑧

(𝑁𝑥 + 1)(𝑁𝑦 + 1)(𝑁𝑧 + 1)
[

𝜉𝑥𝑥𝑙
(

𝑥
xyz(�̃�𝑥𝑥)

)

𝑙 𝑚𝑛 + 𝜉𝑥𝑦𝑚
(

𝑥
xyz(�̃�𝑥𝑦)

)

𝑙 𝑚𝑛 + 𝜉𝑥𝑧𝑛
(

𝑥
xyz(�̃�𝑥𝑧)

)

𝑙 𝑚𝑛 + 𝑆𝑥
𝑙 𝑚𝑛

]

(B.14)

where �̃�𝑥𝑥, �̃�𝑥𝑦 and �̃�𝑥𝑧 respectively denote the arrays of size (𝑁𝑥 + 2) × (𝑁𝑦 + 2) × (𝑁𝑧 + 2) containing the values of functions
𝜏𝑥𝑥, 𝜏𝑥𝑦 and 𝜏𝑥𝑧 at the grid points, and 𝑆𝑥

𝑙 𝑚𝑛 is given by

𝑆𝑥
𝑙 𝑚𝑛 = 0 if 𝑙 ≠ 0 and 𝑚 ≠ 0 and 𝑛 ≠ 0 (B.15)

𝑆𝑥
0𝑚𝑛 = −(𝑁𝑥 + 1)

𝐿𝑥

(

𝑥
yz(𝝉

0
𝑥𝑥 − 𝝉𝐿𝑥

𝑥𝑥 )
)

𝑚𝑛 if NN on 𝑥 − faces

𝑆𝑥
𝑙0𝑛 = −(𝑁𝑦 + 1)

𝐿𝑦

(

𝑥
xz(𝝉

0
𝑥𝑦 − 𝝉𝐿𝑦

𝑥𝑦 )
)

𝑙 𝑛 if NN on 𝑦 − faces

𝑆𝑥
𝑙 𝑚0 = −(𝑁𝑧 + 1)

𝐿𝑧

(

𝑥
xy(𝝉

0
𝑥𝑧 − 𝝉𝐿𝑧

𝑥𝑧 )
)

𝑙 𝑚 if NN on 𝑧 − faces, (B.16)

where 𝝉0𝑥𝑥, 𝝉𝐿𝑥
𝑥𝑥 , 𝝉0𝑥𝑦, 𝝉

𝐿𝑦
𝑥𝑦 , 𝝉0𝑥𝑧 and 𝝉𝐿𝑧

𝑥𝑧 denote the arrays of sizes (𝑁𝑦 + 2) × (𝑁𝑧 + 2) for 𝝉0𝑥𝑥 and 𝝉𝐿𝑥
𝑥𝑥 , (𝑁𝑥 + 2) × (𝑁𝑧 + 2) for 𝝉0𝑥𝑦

and 𝝉𝐿𝑦
𝑥𝑦 , and (𝑁𝑥 + 2) × (𝑁𝑦 + 2) for 𝝉0𝑥𝑧 and 𝝉𝐿𝑧

𝑥𝑧 , containing the values of functions 𝜏𝑥𝑥, 𝜏𝑥𝑦 and 𝜏𝑥𝑧 on the faces.

Data availability

Data will be made available on request.
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