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Abstract

The cratering process in brittle materials under hypervelocity impact (HVI) is of major relevance for debris shielding in spacecraft or high-power laser applications. Amongst other materials, carbon is of particular interest since it is widely used as elementary component in composite materials. In this paper we study a porous polycrystalline graphite under HVI and laser impact, both leading to strong debris ejection and cratering. First, we report new experimental data for normal impacts at 4100 and 4200 m s\(^{-1}\) of a 500-\(\mu\)m-diameter steel sphere on a thick sample of graphite. In a second step, dynamic loadings have been performed with a high-power nanosecond laser facility. High-resolution X-ray tomographies and observations with a scanning electron microscope have been performed in order to visualize the crater shape and the subsurface cracks. These two post-mortem diagnostics also provide evidence that, in the case of HVI tests, the fragmented steel sphere was buried into the graphite target below the crater surface. The current study aims to propose an interpretation of the results, including projectile trapping. In spite of their efficiency to capture overall trends in crater size and shape, semi-empirical scaling laws do not usually predict these phenomena. Hence, to offer better insight into the processes leading to this observation, the need for a computational damage model is argued. After discussing energy partitioning in order to identify the dominant physical mechanisms occurring in our experiments, we propose a simple damage model for porous and brittle materials. Compaction and fracture phenomena are included in the model. A failure criterion relying on Weibull theory is used to relate material tensile strength to deformation rate and damage. These constitutive relations have been implemented in an Eulerian hydrocode in order to compute numerical simulations and confront them with experiments. In this paper, we propose a simple fitting procedure of the unknown Weibull parameters based on HVI results. Good agreement is found with experimental observations of crater shapes and dimensions, as well as debris velocity. The projectile inclusion below the crater is also reproduced by the model and a mechanism is proposed for the trapping process. At least two sets of Weibull parameters can be used to match the results. Finally, we show that laser experiment simulations may discriminate in favor of one set of parameters.

1. Introduction

Debris shielding against hypervelocity impact (HVI) is a major concern for many applications such as spacecraft technology and high-power laser facilities. Indeed, meteoroids can impact satellites at several kilometers per second, possibly damaging or destroying some vital equipment [1,2]. Moreover, ejecta created by HVI may remain in orbit and collide with other man-made space structures [3]. Similarly, the various instruments of the Laser MégaJoule (LMJ) experiment chamber can be hit by a variety of shrapnel and debris originating from the target assembly [4,5]. The range of materials exposed to HVI continuously increases. Metals have been widely studied, both experimentally [6] and through the use of numerical hydrocodes [7]. Some brittle materials have also been included in HVI studies, such as geophysical materials [8], and silica glass that covers solar arrays or can be used as transparent windows [9]. Experiments and hydrodynamic simulations have emphasized their difference with ductile metals [10].
Due to their low density and high mechanical properties, composite materials are now more and more being used in the aerospace industry. For instance, the behavior of composites with carbon components has been examined under HVI [11,12]. Experimental results have been recently published which give crater dimensions in porous graphite for a variety of projectile materials and velocities [13]. However, in order to improve the predictive capabilities of hydrodynamic simulations for such materials, it appears that modeling porous graphite is needed.

In this paper we focus on experiments leading to crater formation in EDM3 [14], a commercial grade of polycrystalline graphite approximately 20% porous and macroscopically isotropic. In the following section, we describe dynamic experiments on thick targets and present new results: impacts of a 0.5-mm-diameter steel sphere around 4 km s\(^{-1}\) obtained with MICA, a two-stage light-gas gun. Post-mortem tomographies and Scanning Electron Microscope (SEM) observations on the recovered samples indicate that the fragmented sphere is buried below the target surface. It implies that the apparent crater dimensions are not sufficient to characterize the damaged zone in the graphite sample. One of the major goals of this paper is to analyze this result. A complementary experiment has been performed through direct irradiation with LULI 2000 [15], a nanosecond (ns) high-power laser, generating significantly different pressures and strain rates in the sample. The resulting crater morphology and profile are provided and compared to HVI tests. In the Third Section, a discussion on HVI experiments consists in order of magnitude calculations. Section 4 is devoted to numerical analysis. A model for isotropic brittle materials is constructed which accounts for porosity and has been implemented into Hésione, an Eulerian hydrocode. Finally, we perform and discuss simulations and compare them with experimental observations.

2. Experimental

2.1. HVI experiments

2.1.1. Experimental set-up

We study the case of a 0.5-mm-diameter stainless-steel sphere (its precise grade is unknown) which orthogonally impacts a 30-mm-diameter, 15-mm-thickness graphite target. The samples were made of EDM3, which is a porous isotropic and homogeneous graphite from the POCO Company [14]. Its mechanical characteristics are summarized in Table 1 and Fig. 9.

The projectile is launched by MICA, a two-stage light-gas gun located at CEA CESTA and represented in Fig. 1. Combustion of the first stage propellant powder compresses the second-stage gas with a moving piston. When a critical pressure is exceeded the diaphragm breaks off and the polycarbonate sabot containing the steel sphere is launched from the second stage tube to the experiment chamber. The chamber is filled with a low pressure argon atmosphere which enables the pre-cut sabot to split into two parts while the steel projectile goes on toward the target. A velocity sensor records the sabot velocity at the launching tube exit. In reported experiments, impact velocities are slightly above 4 km s\(^{-1}\). Transverse pictures of sample and ejecta are taken by a high-speed camera.

2.1.2. Debris velocity measurements

An impact was recorded at 43,000 images per second with a high-speed camera. The video, from which Fig. 2 was extracted, allows to follow the position of ejected fragments, hence their velocity. It ranges from 10 to 200 m s\(^{-1}\).

2.1.3. Crater morphology and discussion

The crater appearance and dimensions were given by tomography and contact profilometry. Fig. 3 shows tomographic, i.e. non-destructive, slices into the graphite target. The crater is like a 45-degree cone and one can see a spalling zone around the crater on the free surface. We can also note fragmented zones near the crater walls. Characteristic dimensions of craters are summarized in Table 2.

However, the projectile being buried into the sample suggests that the apparent crater may not be sufficient to characterize all the damage process. Because the projectile dazzles around itself on tomographies, this aspect is more evident when the latter are correctly thresholded, analyzed and transformed into volumetric objects. Fig. 4 presents such volumetric reconstructions of shots #38 and #41. It clearly points out that graphite closed up right behind the steel projectile.

The volume of the projectile is significantly reduced by thresholding but its validity is confirmed by Fig. 5. It was made by SEM after epoxy resin coating, cutting across the crater center and polishing. The white veins inside graphite stem from superficial melting of the steel sphere. Moreover, damaged area is visible and restricted to a zone close to the crater surface. There is no apparent long radial cracks.

Projectile trapping has already been reported by Tanabe et al. [16] for experiments carried at lower velocities (600–1500 m s\(^{-1}\)) and with ferrite impactor. The mechanism of this particular behavior remains unclear and its sensitivity to projectile and sample physical properties should be addressed. Tanabe noticed that the projectile capture was not observed for specimen with the highest bending strength, Shore hardness and elastic modulus. In the following of this paper, hydrodynamic simulations with a physically based model of EDM3 are used as an attempt to clarify this point.

In view of the fact that strain rate dependency on tensile failure stress is a key feature of dynamic failure [10], we performed a cratering experiment with a nanosecond laser, higher strain rates being expected. This choice is precisely explained in the next section, where the analogy between those two kinds of dynamic loading is discussed, along with new experimental results.

2.2. Laser-induced shock

2.2.1. Orders of magnitude and experimental set-up

Pirri [17] evidenced the similarity between HVI and laser-induced shocks. Indeed, the interaction of nanosecond laser and solid targets at intensities above several GW cm\(^{-2}\) generates a plasma whose expansion leads to shock wave propagation in the target. This shock wave is followed by a release wave at the end of the laser pulse. Similarly, the shock wave resulting from the projectile impact at velocities of several km s\(^{-1}\) is followed by a release wave. The latter is due to the propagation of a second shock in the

<table>
<thead>
<tr>
<th>Characteristic grain size (μm)</th>
<th>≤ 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Porosity</td>
<td>~ 20%</td>
</tr>
<tr>
<td>Bulk modulus K (GPa)</td>
<td>9.6</td>
</tr>
<tr>
<td>Failure stain r_s (%)</td>
<td>1</td>
</tr>
<tr>
<td>Failure stress σ_f (MPa)</td>
<td>140</td>
</tr>
<tr>
<td>Young modulus E (GPa)</td>
<td>12</td>
</tr>
<tr>
<td>Compression Tension</td>
<td>70</td>
</tr>
<tr>
<td>Porosity</td>
<td>2265</td>
</tr>
</tbody>
</table>

Table 1

Mechanical characteristics of EDM3.
projectile which decelerates it and reflects on its rear side. Considering that the major parameters governing the target mechanical response, including cratering, are the shock pressure $P_s$ and the stress duration $\tau$ between shock and release, Pirri [17] suggests a way to derive equivalence relations between laser and projectile parameters.

If we consider a steel projectile and a 20% porous graphite target, shock pressure $P_s$ is directly related to impact velocity $v_p$ and can be deduced from Ref. [18]. Thus, in HVI experiments described above, $P_s \sim 40$ GPa, and stress duration $\tau$ is estimated from the projectile thickness (i.e. its diameter) $d_p = 0.5$ mm and its shock velocity $U_{sp} = 6000$ m s$^{-1}$: $\tau \sim 2d_p/U_{sp} \sim 2 \times 10^{-7}$ s.

We used the LULI 2000 high-power laser facility (see Fig. 6) from École Polytechnique (Palaiseau, France). Its wavelength $\lambda$ is 1054 nm and the maximum intensity was 5 TW cm$^{-2}$ with a 2-mm-diameter spot. The pulse duration was $\sim 4$ ns. Energy deposition was directly performed on EDM3 sample in an evacuated vessel. In order to estimate the induced shock pressure $P_s$ (in GPa), we used the semi-empirical scaling law proposed in Ref. [19]:

$$P_s = 1180 \left( \frac{I_b}{10^{15}} \right)^{2/3} \left( \frac{A}{Z^2} \right)^{1/3} \left( \frac{\lambda}{1060} \right)^{-2/3}$$

where $I_b$ is the beam intensity (in GW cm$^{-2}$), $A$ and $Z$ are the target atomic mass and number respectively, and $\lambda$ is expressed in nm. This yields $P_s \sim 160$ GPa. However, this formula may lead to overestimation for the considered intensity. In this regime, the empirical Grün formula [20] is known to give better results for aluminum targets:

![Fig. 1. The MICA two-stage light-gas gun from CEA.](image)

![Fig. 2. Images extracted from a side-view video of an impact at 4.9 km s$^{-1}$. The white flash observed just after impact results from shock-heating radiations. In the third image, ejected particles from impacted face are visible.](image)
\[ P_s = 1440 \left( \frac{0.8 \cdot I_0}{10^5} \right)^{0.8} \] (2)

It yields \( P_s \approx 110 \text{ GPa} \). In view of the weak dependence of Eq. (1) to the target material, we consider the latter formula to be valid for graphite and assume that the maximum pressure on the target surface to be close to 110 GPa. Hence, this laser configuration will produce higher pressure and smaller stress duration (\( \tau \approx 4 \text{ ns} \)) than HVI experiments: significantly different strain rates are to be expected.

2.2.2. Crater observations

Post-mortem analysis of the apparent crater was done by interferometric profilometry, using the VEECO Contour GTK1 profilometer from CEA CESTA. It performs series of topographic profiles of the crater area which can be reconstructed in 3D, as presented in Fig. 7a. A high-resolution tomographic slice which crosses the crater center is also shown in Fig. 7b. Along with previous authors [21], we note that the apparent crater shape is similar to those resulting from MICA shots, but it appears asymmetric. However, there is a long subsurface crack on the right side almost up to the surface. We will consider this large fragment ejected. In this way the crater shape becomes symmetric and its characteristics are described in Table 3.

3. Discussion of the HVI experimental results

In this section, we try to analyze the effects of an impact at 4 km s\(^{-1}\) of a 500-\(\mu\)m-diameter steel sphere such as crater volume, characteristic fragment size and ejected fragmented volume. A possibility is to build semi-empirical models predicting crater depth and/or diameter as functions of impact conditions and mechanical properties of the target.

### Table 2

<table>
<thead>
<tr>
<th>Shot</th>
<th>#38</th>
<th>#41</th>
</tr>
</thead>
<tbody>
<tr>
<td>Projectile velocity ( v_p ) (m s(^{-1}))</td>
<td>4200</td>
<td>4100</td>
</tr>
<tr>
<td>Crater volume (with spill) ( V_{crat} ) (mm(^3))</td>
<td>3.6</td>
<td>3.2</td>
</tr>
<tr>
<td>Normalized by the projectile diameter ( d_p )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Projectile diameter ( d_p ) (mm)</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>Projectile depth ( p_a ) (mm)</td>
<td>2.7</td>
<td>2.7</td>
</tr>
<tr>
<td>Crater depth ( p_c ) (mm)</td>
<td>1.4</td>
<td>1.2</td>
</tr>
<tr>
<td>Crater diameter ( d_c ) (mm)</td>
<td>2.1</td>
<td>2.3</td>
</tr>
<tr>
<td>Spall depth ( p_s ) (mm)</td>
<td>0.29</td>
<td>0.24</td>
</tr>
<tr>
<td>Spall diameter ( d_s ) (mm)</td>
<td>3.5</td>
<td>1.4</td>
</tr>
</tbody>
</table>

### 3.1. Semi-empirical scaling laws

Semi-empirical scaling laws have shown their efficiency to capture crater depth and diameter in case of ductile targets. Amongst the most popular, one can notice models from Cour-Palais [1], Davison et al. [2] and Tokheim et al. [22] which have generally the following form:

\[ P \propto D \times \rho_p \cdot d_p^{-\alpha} \cdot v_p^{-\gamma} \] (3)

where \( P \) and \( D \) are the crater depth and diameter, \( \rho_p \) the projectile density, \( d_p \) the projectile diameter and \( v_p \) the impact velocity. \( \alpha, \beta \) and \( \gamma \) are fitting parameters. Herrmann and Jones [6] and Shanbing et al. [23] discussed these scaling laws, but their analysis mostly relied on data using metallic targets. Concerning impacts on graphite targets, a same kind of model was proposed by Latunde-Dada et al. [13]. Although sample densities are very close in both studies, their model for steel projectile impacts at velocities above 2.5 km s\(^{-1}\) does not match our results: overestimation can reach 40%, 60% and 35% respectively for depth \( d_p \), diameter \( d_c \) and aspect ratio \( d_s/d_p \). This is not surprising if one remembers that mechanical properties such as fracture toughness \( K_{IC} \) and hardness \( H \) play a significant role in the cracking process of brittle materials. Following this idea, Evans et al. [24] and Wiederhorn and Lawn [25,26] elaborated models using these static material properties. Their approach was extended to impact velocities up to 2000 m s\(^{-1}\) with a 4-mm-diameter ferrite sphere by Tanabe et al. [16,27], taking the Young modulus \( E \) into account:

\[ V_{crat} \propto K_{IC} \cdot \rho_p \cdot H \cdot E^\delta \] (4)

where \( V_{crat} \) is the crater volume and \( \delta \) another fitting parameter. However this model does not include scaling with projectile size and density. Assuming a simple (linear) scaling between crater and projectile volumes, the direct use of parameters from Ref. [16] for shot #38 leads to \( V_{crat} = 27 \text{ mm}^3 \) which is eight times the measured crater volume. Note that this assumption is equivalent to a scaling of the crater volume with kinetic energy of impact [6,23].

Semi-empirical models such as Eqs. (3) and (4) can be quite efficient but require a large experimental database, which is not available for EDM3 graphite. Moreover, the projectile inclusion below the crater surface (cf. 2.1.3) suggests that the apparent crater size and shape are not the sole relevant parameters. In order to estimate densification zones or ejections, the following of this section establishes that energy balance (or energy partitioning) study may provide better insight into these processes [28,29].
3.2. Energy balance method

For a 0.5-mm-diameter steel projectile with an impact velocity \( v_p = 4.2\ \text{km s}^{-1} \), the input energy is the projectile kinetic energy \( E_{\text{kin}}^p = 4.5\text{ J} \). According to experimental data, we will assume that the projectile does not rebound. Thus, the energy balance equation can be written as follows:

\[
E_{\text{kin}}^p = E_{\text{r}}^p + E_{\text{plas}}^p + E_{\text{comp}}^p + E_{\text{kin}}^t + E_{\text{frag}}
\]

(5)

\( E_{\text{r}}^p \) and \( E_{\text{plas}}^p \), which are respectively the energy dissipated in the shock-release path and the plastic strain energy, account for the thermal energy stored in the projectile. The energy transferred into the target is divided between kinetic energy \( E_{\text{kin}}^t \), irreversible compression energy \( E_{\text{comp}}^t \), kinetic energy of ejected fragments \( E_{\text{kin}}^f \) and fragmentation energy (new free surface creation) \( E_{\text{frag}} \). It has been shown that the thermal energy can be much greater in a porous material than in a dense one [30] due to larger volume change in the compaction process. Although it does not explicitly appear, we do not ignore it since it is included in \( E_{\text{comp}}^t \). In further discussions, we estimate the contribution of each of them to energy balance, making exaggerated assumptions in order to demonstrate that only \( E_{\text{comp}}^t \) is really significant.

3.2.1. Thermal energy in the projectile

The energy stored in the projectile after impact merely consists of a thermal part which includes shock-release path \( E_{\text{r}}^p \) and plastic deformation \( E_{\text{plas}}^p \). An upper value of specific internal energy after the shock-release path is estimated to be \( 10^7\ \text{J kg}^{-1} \) from the Mie-Grüneisen equation of state (EOS) of steel. The mass of the projectile being 0.5 mg, one finds \( E_{\text{r}}^p < 5\text{ J} \). The other contribution is estimated from plastic deformation \( E_{\text{plas}}^p \approx 1\text{ J} \). The maximum fragment velocity \( \bar{v}_f \) recorded by video is around \( 200\ \text{m s}^{-1} \). Now suppose that total fragments volume is equal to crater volume (3.6 mm\(^3\)): fragments kinetic energy is \( E_{\text{kin}}^f \lesssim 120\text{ mJ} \). \( E_{\text{kin}}^f \) can be calculated from momentum conservation and experimental data since the projectile remains inside the target.

\[
E_{\text{plas}}^p = Y_p \cdot \bar{v}_f \cdot V_p \sim 6 \cdot 10^{-11}\ \text{m}^4
\]

(6)

Thus, the thermal energy of the projectile only represents 1.4% of the input energy. However, it should be noted that, since the energy required to entirely melt the projectile is around 0.6 [31], it may have been superficially melted. That is consistent with SEM observations presented in Section 2.

3.2.2. Kinetic energies

The maximum fragment velocity \( v_f \) is given by Eq. (8) for similar impact velocities and material strength.

\[
E_{\text{kin}}^f = \frac{1}{2} m_f \cdot v_f^2 + m_f \cdot v_f 
\]

(7)

The target mass was 18.6 g, hence its velocity is \( v_t \approx 0.18\ \text{m s}^{-1} \) and its kinetic energy is \( E_{\text{kin}}^t \approx 0.3\text{ mJ} \). Finally, fragments and target kinetic energies are a 2.7% part of the input energy. As a complement to energy balance analysis, we note that the momentum imparted to ejected fragments is less than 50% of the original momentum of the impactor. It means that momentum enhancement is less than 1.5, which is consistent with the results of Walker and Chocron [32] for similar impact velocities and material strength.

3.2.3. Fragmentation energies

The fragmentation energy \( E_{\text{frag}} \) increases with the new surface creation, i.e. when fragment size decreases. According to Irwin formula, the fracture energy per unit surface \( \gamma \) is given by Eq. (8) where \( K_F \) is the fracture toughness, \( \nu \) the Poisson ratio and \( E \) the Young modulus.

\[
\gamma = K_F \frac{(1 - \nu^2)}{2 \cdot E}
\]

(8)

The fracture toughness is unknown for EDM3. Nonetheless, many previous studies [33–38] have shown that the fracture toughness of various polycrystalline graphite characterized by...
different means is around 1 MPa m$^{1/2}$. Thus, the fracture energy for EDM3 is $\gamma \approx 40$ J m$^{-2}$. In the extreme case, we assume that the cratering process is totally governed by fragmentation — and not by compaction of the porous material. To produce the crater volume $V_{\text{crat}}$, the required fragmentation energy is

$$E_{\text{frag}} = \gamma \cdot \frac{V_{\text{crat}} \cdot S_{\text{frag}}}{V_{\text{frag}}}$$ (9)

where $V_{\text{frag}}$ and $S_{\text{frag}}$ are respectively the volume and the surface of a characteristic fragment size. For spherical fragments of radius $r$, fragmentation energy becomes

$$E_{\text{frag}} = \frac{3 \cdot \gamma \cdot V_{\text{crat}}}{r}$$ (10)

Fig. 8 presents the evolution of fragmentation energy according to characteristic fragment size $d = 2r$ for a 3.6 mm$^3$ crater volume. Assumption of inter-granular fragmentation gives us the minimum fragment size for EDM3 as its 5 $\mu$m grain size and fragmentation energy is about 170 mJ. Grady [39] proposed a relation between characteristic fragment size and strain rate based on an equilibrium balance of surface energy and kinetic energy:

$$d = \left(\frac{24 \cdot G_c}{\rho \cdot c^2}\right)^{1/3}$$ (11)

where $G_c = 2\gamma$ is the strain energy release by unit surface. Given strain rate in the order of magnitude of $10^5$ s$^{-1}$, characteristic fragment size should be above grain size, around 20 $\mu$m. Finally and according to Fig. 8, fragmentation energy might be around 45 mJ which is 1% of the input energy. Therefore, projectile kinetic energy is mainly consumed by the target compaction energy which may represent around 95% of the input energy $E_{\text{kin}}^p$.

### 3.2.4. Compaction energy

In order to estimate the energy consumed by compaction in the target we use the confined compression curve of EDM3 presented in Fig. 9. Ignoring elastic phenomena, this energy is given by the plastic compaction part of this curve. It gives an energy $E_{\text{comp}} = 10^8$ J m$^{-3}$ for a total compaction of a unit volume. The impact of a 0.5-mm-diameter steel sphere on a target at 4200 m s$^{-1}$ creates a very short (~ 100 ns) shock wave expanding spherically outwards (cf. 2.2.1). The pressure reaches 40 GPa near the impact point and decreases when the depth increases. Because EDM3 is totally compacted when pressure is beyond 1 GPa, one assumes that compaction is complete or does not exist. The consumption of 95% of $E_{\text{kin}}^p = 4.5$ J means the original volume to be compacted is:

$$V_{\text{comp}} = \frac{2}{3} \cdot \pi \cdot R^3 = \frac{0.95 \cdot E_{\text{kin}}^p}{E_{\text{comp}}} = 43 \, \text{mm}^3$$ (12)

Thus, there is no more compaction beyond a radius $R = 2.7$ mm from the impact point. By volume reduction, the half sphere of radius $R$ becomes a hemispherical shell. Assuming a total compaction of the matter, its internal radius, i.e. the crater radius, is $r = 1.7$ mm. Hence, the crater volume is around 9.8 mm$^3$. Recalling that the experimental maximum crater diameter, depth and volume are respectively 1.75, 1.45 mm and 3.6 mm$^3$, we have shown that this simple study gives good orders of magnitude. The discrepancy in volume may come from an overestimation of the available energy for compaction $E_{\text{comp}}^p$, or from the assumption that the material density after compaction is 2265 kg m$^{-3}$.

In fact, if comminution is associated with compaction process, some residual porosity (due to the so-called dilatancy phenomenon) may still be present after unloading.

### 3.2.5. Conclusion on energy balance method

The energy partitioning in our experiment significantly differs from Gault and Heitowitz [28] and Braslau [29] where the kinetic
Table 3
Crater characteristic dimensions from the LULI 2000 shot.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Laser intensity $I_0$ (TW cm$^{-2}$)</td>
<td>5</td>
</tr>
<tr>
<td>Crater volume (with spall) $V_{crat}$ (mm$^3$)</td>
<td>8.5</td>
</tr>
<tr>
<td>Spot diameter (mm)</td>
<td>2</td>
</tr>
<tr>
<td>Crater depth $d_1$ (mm)</td>
<td>1.3 0.65</td>
</tr>
<tr>
<td>Crater diameter $d_2$ (mm)</td>
<td>2.3 1.15</td>
</tr>
<tr>
<td>Spall depth $p_s$ (mm)</td>
<td>0.4 0.2</td>
</tr>
<tr>
<td>Spall diameter $d_s$ (mm)</td>
<td>3.4 1.7</td>
</tr>
</tbody>
</table>

Fig. 8. Fragmentation energy as a function of characteristic fragment size $d = 2\pi$. Intergranular fragmentation would mean that minimum fragment size for EDM3 is 5 mm and thus, maximum fragmentation energy would be about 170 mJ. But, according to Grady [39], the characteristic fragment size should be around 20 mm and the fragmentation energy equal to ~45 mJ. See text for more details.

Fig. 9. Confined compression curve of porous graphite EDM3 modeled in two parts. The solid elastic part is given indicatively. The compaction energy is approximated by the area under the compaction curve: $e_{comp} = 10^9$ J m$^{-1}$.

Lagrangian hydrodynamic code developed at CEA. It numerically solves laser wave propagation into plasma along with thermal diffusion and hydrodynamic processes. It enabled us to extract equivalent dynamic loading, i.e. temporal pressure law, induced by the expanding plasma on the sample surface. This pressure law becomes an input parameter of Hésione simulation. Until the end of the pressure deposit (a few ns), computation is done in Lagrangian mode and then, completed in Eulerian mode.

4. Models for EDM3 sample and steel sphere

The steel projectile is described with a classical model for 304 stainless steel: a Mie-Grüneisen EOS associated with an elastic-perfectly-plastic constitutive relation. A failure model is included, with thresholds for both principal stress (tensile) and plastic deformation.

4.2.1. Porous model

The behavior of EDM3 is described with the POREQST model, which supplies EOS and constitutive relations for porous materials and it is implemented into Hésione Eulerian hydrocode presented in Section 4.1. A complete description of this model is done by Tokheim et al. [41] and some of its features are shown in Fig. 10. Standard mechanical properties of EDM3 such as elastic moduli are used as input parameters. A static compression curve measured in confined compression tests (cf. Fig. 9), i.e. under uniaxial strain, is used to display compaction. Densified graphite is described with a Mie-Grüneisen EOS, whose parameters have been fitted to the 7832 SESAME table. This model also includes a pore re-opening curve defined through its intersection with the dense EOS via the parameter $Pl$ (cf. Fig. 10). Tension never goes beyond this value but decreases because of pores opening.

The damaging process representation needs to define criteria and treatments. In case of a hypervelocity impact of a small steel sphere onto a target, the main damage is due to tensile and shear strength. Senft and Stewart [8] compared results from simulations with both tensile and shear damage as well as with tensile damage only. It showed tensile loading is mainly responsible for the damaging process. Indeed, tensile damage is due to hoop stress arising from the material radial motion in a spherical geometry whereas shear damage is responsible for the comminuted zone near the impact point. Thus, we restricted our simulations to a tensile criterion. When the matter in an Eulerian cell has a negative pressure located on the pore re-opening curve of the POREQST model and if its intermediary porosity $\phi_i = \frac{\rho_d \phi_0}{\rho_s}$ is higher than a critical value, then a cavitation algorithm relaxes pressure and stress to zero, and sets a damage variable ($Indendo$ in Hésione) to 1.
This variable continuously feeds back on $P_l$ in each cell, setting it to 0 if equal to 1. In our case, the porosity threshold for the onset of cavitation is $\tilde{a}^p = 1.2$.

4.2.2. Brittle failure model

The brittle failure is included in our model via a strain rate dependence of the parameter $P_l$. Recalling that strain rates $\dot{\varepsilon}$ can exceed $10^2$ s$^{-1}$ in HVI, we follow the work of Grady and Kipp [42], Denoual [43], Forquin and Hild [44] and Melosh et al. [45] and use a formulation deduced from the Weibull theory of the weakest flaw:

$$P_l = K(m + 3)(m + 4)^{-\beta/3}(m + 3)^{\beta/3}/(m + 3)^{\beta/3}$$

(13)

with $K$ the longitudinal modulus and $\beta$ defined as follows:

$$\beta = \frac{8\pi C_g^2 k}{(m + 1)(m + 2)(m + 3)}$$

(14)

In this expression, $C_g$ is the maximum constant fracture growth velocity, classically estimated as 40% of material sound speed or 70% of Rayleigh wave velocity [46], $C_g = 900$ m s$^{-1}$. The so-called Weibull parameters $k$ and $m$ are defined by Grady and Kipp [42] as

$$n = km^m$$

(15)

where $n$ is the number of flaws per unit volume activated at or below a tensile strain $\varepsilon$. Note that $k$ may vary of many orders of magnitude depending on material specificity.

Following Denoual [43] and Forquin and Hild [44], we also introduced in our model a static-to-dynamic strain rate transition $\dot{\varepsilon}_{d/d}$ above which Eq. (13) applies. Below $\dot{\varepsilon}_{d/d}$, a constant value $P_{l0} = 70$ MPa is assumed for $P_l$ (according to Table 1). For consistency, the unknown parameters $k$, $n$ and $\dot{\varepsilon}_{d/d}$ must obey the following relation:

$$P_l(\dot{\varepsilon}_{d/d}) = P_{l0}$$

(16)

5. Numerical results and discussions

5.1. MICA shots

This section presents 2D-axisymmetric numerical simulations of MICA shots performed with the Hésione Eulerian component and models described in the previous section. We examine the sensitivity of numerical results to cell size and unknown parameters $k$, $m$ and $\dot{\varepsilon}_{d/d}$.

5.1.1. Parameter fitting procedure

In a first simulation, we used a Weibull modulus $m = 9$ taken from another graphite in literature [47]. The quasi-static-to-dynamic strain rate transition has been arbitrarily fixed to $\dot{\varepsilon}_{d/d} = 10^{-2}$ s$^{-1}$. This choice with Eq. (16) leads to $k = 9.39 \times 10^6$ m$^{-3}$. The result is shown on the upper half of Fig. 11. As we can see, the damage area is too small and the crater borders are left undamaged. This behavior may be explained by introducing five Lagrangian probes in simulation (their names and positions appear on Fig. 11) and following their path in the stress-strain rate plane (cf. Fig. 12). It appears clearly that they all lie below the dynamic tensile strength $P_l$. Thus, our procedure to build new sets of Weibull parameters will be to ensure that some of them (P1, P6, P25, P28) are subject to damage, whereas P16 is not. It is clear from Fig. 12 that there are many sets of Weibull parameters satisfying this requirement. Among them, two are plotted on Fig. 12 and will be studied in the following of this paper: $W_1 = \{m = 35, k = 4.3 \times 10^6$ m$^{-3}, \dot{\varepsilon}_{d/d} = 10^{-2}$ s$^{-1}\}$, $W_2 = \{m = 14, k = 10^{10}$ m$^{-3}, \dot{\varepsilon}_{d/d} = 10^{-2}$ s$^{-1}\}$.

5.1.2. Results and discussion

The bottom part of Fig. 11 shows simulation results with set W1. Fig. 13 is a comparison between simulation and experiment.

First we note that radial cracks predicted by simulation are not observed on tomography and SEM images. This discrepancy can come from an inaccurate modeling or healing may have occurred [48]. Moreover, the projectile penetration depth is underestimated. This might be related to uncertainties in the steel sphere model,

Fig. 10. Schematic of the POREQST model in zero internal energy plane. A typical loading-unloading path is given by the dashed arrow: first, the behavior of initial porous material is described by an elastic surface; then, compaction occurs until the unloading; pressure comes back to 0 following an intermediate elastic surface; next, if material is put under tension, it follows the same intermediate surface down to the irreversible pore re-opening phenomenon.

Fig. 11. Impact velocity at 4100 m s$^{-1}$ (front face on the left). Damages in EDM3 at ~5 µs after impact (projectile came from left). Indendo = 1 means totally damaged material. Indendo = 0 means no damage. Top: Weibull parameters $m = 9$ and $k = 9.39 \times 10^6$ m$^{-3}$. Black dots and line are respectively final positions and trajectories of probes versus time. Bottom: Weibull parameters $W_1 = \{m = 35$ and $k = 4.3 \times 10^6$ m$^{-3}\}$, Grid unit is meter. Correctly adapted Weibull parameters improve the crater shape and the damaged area. Moreover, the trapping of the projectile is reproduced.
especially its yield strength. We also observe an undamaged zone under the crater bottom which corresponds to densification. It is expected that taking shear/compression damaging into account would affect this aspect. Despite these disagreements, the simulation reproduces the major experiment features:

- Fig. 13 shows that surface spall diameter is \( \sim 3 \) mm;
- The velocity of ejected fragments mainly goes from 20 to 180 m s\(^{-1}\);
- The steel sphere is trapped by a damaged material flow which comes after crater creation (see white arrow in Figs. 11 and 13). These debris are probably aggregated to partially melted metal, leading to a crater depth of \( \sim 1.2 \) mm;
- In addition of the crater depth and diameter, we note that the last simulation also reproduces the crater shape. However, remembering that fragments still move at the end of the simulation, this point should be addressed with caution.

In the damaged area, the cell size used for computations was \( 12.5 \times 12.5 \) \( \mu \)m. It ensures both a good convergence level and a reasonable computation time — two and a half hour on an eight-core computer. The mesh convergence of this simulation is illustrated on Fig. 14, where no major difference can be seen with a simulation on a \( 25 \times 25 \) \( \mu \)m grid. At most, mesh refinement slightly influences surface spalling and radial cracks length.

Finally, the sensitivity of our numerical results to the choice of Weibull parameters has been investigated. A comparison is made between simulations using sets \( W_1 \) and \( W_2 \) on Fig. 15. There is no much discrepancy on size, aspect or phenomenology. But, we notice a slight increase of surface spall and cracks length, which is consistent with the fact that \( W_2 \) predicts lower tensile strength at intermediate stress rates (see Fig. 12).

To conclude, the selected cell size seems to be adapted. Without experimental values of the Weibull parameters, a numerical fitting is useful and gives good results whatever the choice of the quasi-static-to-dynamic transition strain rate. To test the validity of
these choices with a different loading, we simulated the laser-induced shock of the LULI 2000 shot.

5.2. LULI 2000 shot

From experimental intensity, Esther simulation provides pressure loading on sample surface (see Fig. 16a). This pressure is used as an input of the Hésione simulation. The spatial distribution of the pressure onto the target is idealized as a 2-mm-diameter rounded crenel. Cells are now 1 × 1 μm, which is necessary because of the short duration of the laser impulse. It must be noticed that it widely increases the computation time (a day on 512 cores). Simulations have been made for both sets of Weibull parameters W1 and W2. Comparisons with experimental results are presented in Fig. 16b and c respectively. Contrary to HVI configuration, laser simulations are strongly affected by the choice of the Weibull parameters and clearly show the superiority of set W1:

- The vertical expanse of the damaged zone for W1 is in good agreement with the observed crater depth, whereas the simulation with W2 strongly overestimates it;
- For W1, the radius of the outermost crack is consistent with the experimental spall diameter and is much alike the subsurface crack discussed in 2.2.2;
- The radius of the highly damaged zone for W1 is ~1.2 mm, which is close to the experimental value, whereas the simulation with W2 (~1.5 mm) overvalues it.

As expected, maximum strain rates obtained in the simulation (~10^6 s^-1) are larger than in HVI. However, we noted that the damaged area is larger with W2 than with W1. It suggests that the damage occurred at strain rates where W1 yields greater tensile strength than W2, i.e. where corresponding strain rates are lower than 10^5 s^-1 (cf. Fig. 12). Indeed, due to its brevity, the laser shock strongly attenuates, and generates a wider range of strain rates than HVI. Finally, the set of Weibull parameters W1 seems to be the best one, and this result reveals the complementarity of laser and HVI experiments for an accurate fitting.

6. Conclusion

In this paper, various experiments have been reported on EDM3, a commercial grade of porous, macroscopically isotropic polycrystalline graphite. In the case of HVI tests, performed above 4000 m s^-1 with a 500 μm diameter steel sphere, post-mortem tomographies and SEM observations on recovered samples provide precise crater description and show that projectile is buried below the apparent crater surface. An experiment with high-power laser is also presented, leading to a similar crater but with significantly different loading conditions, such as pressure and strain rate. A detailed energy balance analysis of HVI experiments is proposed. It gives correct orders of magnitude for crater size and provides insight into dominant physical processes. Then, a physically based model is presented which takes brittleness and porosity into account. 2D-axisymmetric hydrodynamic simulations are performed and discussed, suggesting that at least two appropriate sets of Weibull parameters can lead to good agreement with HVI results, especially projectile inclusion below fragmented debris of graphite. Finally, it is shown that simulations of laser experiment may discriminate in favor of one set of parameters, confirming the complementarity of laser and HVI experiments.
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