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Estimation of the low-frequency components of the head-related transfer functions of animals from photographs
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Reliable animal head-related transfer function (HRTF) estimation procedures are needed for several practical applications. For example, to investigate the neuronal mechanisms of sound localization using virtual acoustic spaces, or to have a quantitative description of the different localization cues available to a given animal species. Here two established techniques are combined to estimate an animal's HRTF from photographs by taking into account as much morphological detail as possible. The first step of the method consists in building a 3D-model of the animal from pictures taken with a standard camera. The HRTFs are then estimated by means of a rapid boundary-element-method implementation. This combined method is validated on a taxidermist model of a cat by comparing binaural and monaural localization cues extracted from estimated and measured HRTFs. It is shown that it provides a reliable way to estimate low-frequency HRTF, which are difficult to obtain with standard acoustical measurements procedures because of reflections.
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1. INTRODUCTION

Animals can localize a sound source in space by analyzing the sound signals arriving at their two ears. The acoustical transformation occurring between a point source and a receiving ear is usually termed “\textit{Head Related Transfer Function}” (HRTF) (Wightman and Kistler, 2005). HRTFs convey all the acoustical cues available for the animal to localize a sound source in space: \textit{binaural} cues, such as interaural-time differences (ITDs) and interaural level differences (ILDs), and \textit{monaural} cues, such as spectral cues (Blauert, 1996). These acoustical cues however greatly depend on the morphology of the animal under study (Xu and Middlebrooks, 2000; Schnupp et al., 2003; Tollin and Koka, 2009b,a; Jones et al., 2011). Reliably estimating the HRTFs of a given animal is a challenging task that is necessary for various applications.

For example, to investigate the neuronal mechanisms of sound localization with physiological and behavioral experiments, HRTFs can be used to generate controlled binaural
stimuli presented through headphones using a virtual auditory environment (Jacobson et al., 2001). Ideally, the use of HRTFs that are not specific to the animal under study should be avoided as it alters the virtual-spatial sensitivities of neurons in the central nervous system (Mrsic-Flogel et al., 2001; Schmupp et al., 2001; Sterbing et al., 2003). Reliable HRTFs are also needed to quantitatively estimate the localization cues available for different animal species. For this purpose, animal HRTFs are commonly measured experimentally by placing miniature microphones at the ear canal entrances and by measuring their responses to controlled sounds played through a movable loudspeaker (Mehrgardt and Mellert, 1977; Roth et al., 1980; Xu and Middlebrooks, 2000; Spezio et al., 2000; Maki and Furukawa, 2005; Koka et al., 2008, 2011; Tollin and Koka, 2009a; Kim et al., 2010; Jones et al., 2011). Such procedure nevertheless require dedicated hardware and facilities as well as a substantial amount of time. In particular, sound localization in the horizontal plane relies mainly on low frequency ITDs, but such measurements are often limited in the low frequency range by the quality of the measurement setup (which is mostly degraded by loudspeaker response) and the measurement room (anechoic or not) being used. Alternative HRTFs estimation methods are thus needed to address these issues and to obtain reliable localization cues in the low frequency range.

To avoid HRTF measurements for each animal, HRTFs of a given animal can be estimated using HRTFs measured on another animal of the same species on the basis of some morphological parameters. For cats (Xu and Middlebrooks, 2000), ferrets (Schmupp et al., 2003), and gerbils (Maki and Furukawa, 2005), HRTF amplitudes can be quite accurately predicted by a scaling operation on the log-frequency axis and by a rotation of the HRTFs around the source coordinate sphere. The optimal scaling factor (OSF) and the optimal coordinate rotation (OCR) can furthermore be predicted on the basis of morphological parameters. However, this approach requires that for each species under study one reference measurement and the relations between morphological parameters and the OSF and OCR are available.

Simplified geometrical models such as spherical models (Brown and Duda, 1998; Duda et al., 1999; Algazi et al., 2001b), head and torso models (Algazi et al., 2002; Pernaux, 2003; Zotkin et al., 2003), or dummy head models (Dellepiane et al., 2008) have also been proposed to estimate human listener’s HRTFs. The morphological parameters needed to feed the geometrical model can be easily estimated, for example from photographs (Pernaux, 2003; Zotkin et al., 2003; Dellepiane et al., 2008). However, the resulting estimated HRTFs are only approximate and have generally been limited to humans.

Finally, animal HRTFs can be estimated using a full 3D-model of the animal’s body obtained for example from a scanning laser (Quaranta, 2003; Muller, 2004; Grace et al., 2008; De Mey et al., 2008). As all the fine morphological details are taken into account in the full 3D-model, HRTFs estimated using this method are valid over a larger frequency range than when estimated using simplified geometrical models. However, this approach relies on expensive equipment that is not always available in practice.

This work thus focuses specifically on the low-frequency components of HRTFs, which convey mainly binaural cues (ITDs and ILDs). As mentioned above these low-frequency components are challenging to obtain with standard acoustical measurements procedures because reflections on walls impact their reliability unless a large anechoic room is used. Although this problem is often addressed in practice by approximating HRTFs as linear-phase filters, it is well known that phase-derived ITDs do in fact substantially depend on frequency (Kuhn, 1977; Roth et al., 1980), and therefore that their accurate estimation require specific measurements procedures in the low frequency range. For example, in the cat Roth et al. (1980), Fig. 1.(a), have shown that these ITDs are significantly larger below 1 kHz than above. This general finding is also observed by the authors of the present paper in recordings of ITDs on a taxi-
Figure 1. Frequency-dependent ITDs in low-frequency cat HRTFs for several azimuth (15°, 30°, 45°, 60°, 75°, 90°) in the horizontal plane. (a) ITD as reported in Roth et al. (1980) for a cat. (b) ITD measured on a taxidermized animal. (c) ITD simulated in a spherical model with the same interaural distance as the cat in (b).

dermized cat, Fig. 1.(b), and on a spherical model Fig. 1.(c). This frequency-dependent behavior of ITDs in the low-frequency range has also been highlighted in human HRTFs (Kuhn, 1977) and for other small mammals (Koka et al., 2011). Moreover, panels (a) and (b) of Fig. 1, suggest that the variation of ITD across frequency exhibits regular patterns that cannot be attributed only to measurement noise. As an example, the bump in ITD around 500 Hz seen in Fig. 1.(a) is present at all positions, and therefore is not merely due to measurement noise. These fine features are furthermore not accounted for by a spherical model of the head as shown by Fig. 1.(c). A natural question to ask is whether these patterns seen in acoustical measurements are effectively due to measurement artifacts, such as reflections, or whether they results from an interaction of the incoming sound field with the animal body, and thus potentially constitute a localization cue. This question can be addressed by computing ITDs from HRTFs obtained from 3D models of the same animals which are by essence free of any measurement noise.

In this paper, we present and validate a general method to estimate HRTFs from raw photographs by taking into account as much morphological detail of the animal as possible. Then, we use this model to measure frequency-dependent ITD cues and assess the nature of the dependence of ITD on frequency for a given position. The first step of the method consists in building a 3D-model of the animal from photographs taken with a standard camera (Lafarge et al., 2010). Based on this 3D-model, the HRTFs are then computed by means of a rapid boundary element method (BEM) implementation (Otani and Ise, 2006). As compared to other methods that use photographs for BEM (Pernaux, 2003; Zotkin et al., 2003; Dellepiane et al., 2008), and that adapt a human head mesh on the basis of morphological parameters estimated from photographs, the
The proposed method is described in Sec. II and used to estimate the HRTFs of a taxidermized cat, which are also experimentally measured and compared to a simple spherical model. The method is then validated in Sec. III by comparing the binaural and monaural localization cues provided by the estimated, spherical, and measured HRTFs. The limitations and new possibilities offered by the method are finally discussed in Sec. IV.

II. METHODS

The HRTFs estimation pipeline presented here is based on two steps and is illustrated on the taxidermized cat (a female felis domestic) shown in Fig. 2(a). The HRTFs of the taxidermized cat are also measured on the actual taxidermized cat and compared to a simple spherical head model.

A. HRTF estimation procedure

1. 3D head and body model reconstruction

In order to build a 3D-model of a given object, some input data carrying geometrical information regarding the object to be modeled is needed. A classical way to acquire such data consists in using laser scanning equipments (Bernardini and Rushmeier, 2002). However, such equipment is particularly expensive and hard to use in practice. An alternative method to build 3D-models consists in using a set of raw photographs of the object as input data (Seitz et al., 2006; Strecha et al., 2008). This kind of method requires only a standard camera and is able to provide 3D-models that are qualitatively in good agreement with the ones obtained through laser scanners (Seitz et al., 2006; Strecha et al., 2008).

For its practical ease of use, a method based on photogrammetry (Leberl and Thurgood, 2004; Mayer, 2008) and using raw photographs as input data has been retained here (Lafarge et al., 2010). This method models an arbitrary 3D-object as a combination of meshes and of geometrical primitives. On the basis of raw photographs, a Jump-Diffusion process (Grenander and Miller, 1994) is designed to sample these two types of elements simultaneously. The 3D-models reconstructed by this method have been shown to be qualitatively comparable to models acquired through the use of laser scanners (Lafarge et al., 2010). Only the camera focal distance is required for the method to output a scaled 3D-model.
We applied this 3D-model estimation procedure to the cat shown in Fig. 2(a). A 3D-model of the taxidermized animal was estimated based on 68 photographs taken with a standard 10 Mpixel camera under normal lighting conditions, see Fig. 2(b). This model is made up of 11526 triangles with sides of \( \simeq 1 \) cm, which is larger than the resolution of scanning lasers (\( \simeq 1 \) mm).

As is shown in Fig. 2(c) the fine geometrical details, such as the exact concave shape of the cat pinnae, are not well captured by this method. It should also be noted that the cat fur has been modeled here as a continuous surface. However, all the major body part shapes, i.e. the head, body, legs and tail are accurately modeled. The 3D-model obtained here is thus more precise than a simple geometrical model (spherical model or head and torso model) but not as precise as would be obtained using a precise laser scanner.

2. Boundary element method formulation

The HRTFs are then computed from this 3D-model using the fast HRTF calculation algorithm proposed by Otani and Ise (2006) based on the boundary element method (BEM). In this BEM formulation, the reciprocity theorem is incorporated into the computational process in order to shorten the processing time. Moreover, all the factors independent of the source position are precomputed in advance. Using this algorithm, the HRTFs for any source position are obtained in a few seconds with a standard PC, once the pre-computation process has been achieved on the estimated 3D-model.

It is generally assumed that BEM performs well up to the frequency for which there are 6 to 10 triangular mesh elements per wavelength (Katz, 1998; Kahana, 2000). Given that the nodes are spaced by \( \simeq 1 \) cm (see Sec. II.A.1) and according to this criterion, the upper frequency limit below which the HRTFs are accurately computed is expected to be between 3 and 5 kHz.

Regarding boundary conditions, the acoustical properties of the cat fur are not known. It is however known that absorption coefficients are larger for a haired animal than for a hairless one (Ackerman et al., 1957; Katz, 2000). More specifically, some studies focused on the effects of the hair and clothes on human HRTFs: Burkhard and Sachs (1975) found that the ear entrance sound pressure was relatively insensitive to the head impedance. Kuhn (1977) has shown that ITD and ILD differences between a bare and a clothed torso are relatively small below 2 kHz. Katz (2001); Treeby et al. (2007a,b) studied the effect of hair on HRTFs and concluded that they do not play an important role below 3 kHz. Katz (2001) furthermore emphasized the fact that modeling hair or fur as a normal reactive impedance is only a rough approximation of the physical reality. Thus, since 1) we
are interested mainly in the frequency range below 3 kHz due to the relatively coarse meshing of our model, 2) no data about the impedance of the cat fur were available, and 3) the BEM implementation of impedance still is not perfect, we chose to apply rigid boundary conditions over the whole cat surface.

We computed the HRTFs for the cat from the previously obtained 3D-model, see Fig. 2(b), with rigid boundary conditions. Acoustical sources were placed sequentially at two points situated a few millimeters in front of the 3D-reconstruction of the cat ears, as shown by the red dots in Fig. 3(a). The HRTFs were computed for 651 positions at a distance of 1.95 m, with a frequency resolution of 43 Hz and a sampling frequency of 44.1 kHz. The spatial resolution of the computed HRTFs is 5° in azimuth, from −175° to 180°, and 15° in elevation, from −40° to 90° following the LISTEN coordinates system (Warusfel, 2002) shown in Fig. 4. Pre-computation took about 7 hours on a Red Hat Linux, Xeon 3.33 GHz, 8 cores, 48 Gbyte RAM workstation.

B. HRTF measurements for the cat

In order to validate the HRTF estimation pipeline described above, the actual HRTFs of the cat have also been measured experimentally. The HRTFs of the cat shown in Fig. 2(a) were measured by means of the IRCAM HRTF measurement system (Warusfel, 2002). Measurements were done in an anechoic chamber covered with glass wool wedges, see Fig. 3(c). HRTFs were obtained through the blocked ear canal measurement method, which has been shown to be sufficient to acquire directional information in humans (Hammershoi and Moller, 1996; Wightman and Kistler, 2005). A pair of miniature microphones have been placed at the entrance of the occluded ear canal of the taxidermized animal as shown in Fig. 3(b). The cat head was positioned so that the center of the interaural axis was located at the center of the sphere and the horizontal plane was parallel to the support plane. This was accomplished using two low-powered lasers to align the head correctly. The sound source was a speaker placed on a rotating crane. HRTFs were measured at the same 651 positions at which computations were performed, with a frequency resolution of 11.7 Hz and a sampling frequency of 192 kHz.

C. HRTF estimation using a spherical head model

In order to emphasize the benefits offered by the estimation procedure proposed here in comparison with procedures based on simple geometrical models, the HRTFs of the cat have also been estimated using a simple spherical model. The implementation of the spherical model proposed by Duda and Martens (1998) has been used here. The diameter of the sphere modeling the cat’s head has been chosen to be equal to the interaural cat distance, i.e. 7.5 cm (see Fig. 3). Using this spherical model, the HRTFs were estimated for a distance of 1.95 m at the same 651 positions at which computations and measurements were performed, with a frequency resolution of 10.8 Hz and a sampling frequency of 44.1 kHz.

III. COMPARISON OF LOCALIZATION CUES

In this section the localization cues provided by the different HRTF sets obtained in the
previous section are compared. HRTFs estimated with the procedure proposed in the paper will be referred to as estimated HRTFs (see Sec. II.A), experimentally measured HRTFs as experimental HRTFs (see Sec. II.B), and HRTFs obtained using the spherical model as spherical HRTFs (see Sec. II.C).

A. Definitions

Before comparing the different HRTF sets, the monaural and binaural localization cues that will be used in the following are defined.

The monaural spectral cues for the left and right ears are defined as the left and right directional transfer functions (DTF) as done by Kistler and Wightman (1992). For each considered HRTF set, the mean across the 651 positions of the HRTF log-magnitude is computed. These mean functions include the direction-independent spectral features shared by all the HRTFs of a given set. To remove these features, the appropriate mean function is then subtracted from the log-magnitude of each HRTF of a given HRTF set. With means removed, the resulting 651 log-magnitude functions, denoted $\text{DTF}_l(f)$ and $\text{DTF}_r(f)$ in the following, represent direction-dependent spectral effects.

Let us now consider a pair of HRTFs, $H_l(f)$ and $H_r(f)$, corresponding to a given source position. The interaural level differences, $\text{ILD}(f)$ (in dB), and interaural phase differences, $\text{IPD}(f)$ (in radians), are defined according to Eqs. (1) and (2), where $\angle(.)$ denotes the unwrapped-phase operator, i.e. the operator that changes absolute jumps greater than or equal to $\pi$ to their $2\pi$ complement:

$$\text{ILD}(f) = 20\log_{10} \left| \frac{H_l(f)}{H_r(f)} \right|$$

$$\text{IPD}(f) = \angle \left| \frac{H_l(f)}{H_r(f)} \right|$$

(Eqs. (3) and (4) following Roth et al. (1980).

$\text{ITD}_p(f)$ is the interaural phase delay and $\text{ITD}_g(f)$ is the interaural group delay. They correspond to the interaural delay of the temporal fine structure and of the envelope, respectively. These two quantities generally differ and depend on frequency because of sound diffraction by the head and body (Kuhn, 1977; Roth et al., 1980).

$$\text{ITD}_p(f) = -\frac{\text{IPD}(f)}{2\pi f}$$

$$\text{ITD}_g(f) = -\frac{1}{2\pi} \frac{d\text{IPD}(f)}{df}$$

To quantify this difference, we additionally define in Eq. (5) a new index, the Interaural Diffraction Index $\text{IDI}(f)$ (in radians). This cue denotes the phase-lag induced by diffraction effects between the envelope and the fine structure of the incoming sound. For example, an acoustically transparent head (i.e. a case without any diffraction effects), leads to equal and frequency-independent interaural group and phase delays, and thus would give a zero IDI at all considered frequencies.

$$\text{IDI}(f) = 2\pi f \left[ \text{ITD}_p(f) - \text{ITD}_g(f) \right]$$

(Eq. (5)

Considering all the above-defined cues, there are thus six frequency-dependent localization cues (specifically $\text{ITD}_p(f)$, $\text{ITD}_g(f)$, $\text{IDI}(f)$, $\text{DTF}_l(f)$, $\text{DTF}_r(f)$ and $\text{ILD}(f)$) to be compared for the three HRTF sets obtained in Sec. II. All cues are smoothed in the frequency domain with a third octave sliding window, narrower than the cat auditory filters (Mc Laughlin et al., 2008).

B. Qualitative comparison

In Fig. 5, amplitude-based localization cues $\text{DTF}_l(f)$, $\text{DTF}_r(f)$, and $\text{ILD}(f)$, computed according to the procedure described in Sec. III.A
Figure 5. Comparison of amplitude-based localization cues $\text{DTF}_l(f)$, $\text{DTF}_r(f)$, and $\text{ILD}(f)$ for the three HRTF sets for 5 positions in the frontal azimuth plane and between 100 Hz and 5 kHz. (Color online)

...and to Eq. (1) are plotted for the experimental, estimated and spherical HRTF sets for 5 azimuths in the frontal horizontal plane. In Fig. 6, time-based localization cues $\text{ITD}_p(f)$, $\text{ITD}_g(f)$, and $\text{IDI}(f)$, computed according to Eqs. (3), (4) and (5), are plotted for the three HRTF sets and for the same 5 azimuths.

It can be seen in Fig. 5 that there is very good qualitative agreement between the amplitude-based localization cues obtained through the proposed method and those experimentally measured. A much less accurate agreement is observed between those obtained using the simple spherical model and the experimental ones. It is also particularly striking to see that the proposed method is able to render fine changes of the various localization cues with frequency and that the simple spherical model cannot capture such details (see for example the curves for $\theta = -90^\circ$). In Fig. 6, it can furthermore be observed that the same comments generally hold for time-based localization cues above 200 Hz. There is thus globally an excellent qualitative agreement between the estimated and experimental HRTF sets for the 5 positions tested here.

C. Quantitative comparison

In order to perform a global comparison between the estimated (or spherical) and the experimental HRTF sets over the whole sphere, the differences observed between the monaural and binaural localization cues over the 651 posi-
tions have been computed between 100 Hz and 5 kHz. Fig. 7 shows histograms of the differences between the estimated and the experimental HRTF sets and Tab. I provides the mean and standard deviation of the difference between the estimated (or spherical) and the experimental HRTF sets. In the following, we denote the differences associated with each cue as $\Delta DT_{F_l}$, $\Delta DT_{F_r}$, $\Delta ILD$, $\Delta ITD_p$, $\Delta ITD_g$ and $\Delta IDI$.

Figure 7. Histograms of the differences in localization cues between the experimental and estimated HRTF sets over the 651 positions between 300 Hz and 3 kHz. For each localization cue, the dashed line (---) stands for the mean difference and the dotted line (-----) depicts two lines lying one standard deviation apart from the mean difference line. (Color online)

From Fig. 7 it can be observed that for amplitude-based cues, the differences between the experimental and estimated data sets remains very low between 300 Hz and 3 kHz highlighting the fact that there is quantitative agreement between the amplitude-based cues derived from the two HRTF sets in that frequency range. Regarding $\Delta ILD$ only, it can be observed that the standard deviation of these differences has a global tendency to increase with the frequency. Focusing on $\Delta DT_{F_l}$ and $\Delta DT_{F_r}$, it can be seen that the differences are very small between 100 Hz and 5 kHz, with a slight increase around 700 Hz. For time-based cues, a similar picture can be drawn, showing that HRTFs are correctly estimated between 300 Hz and 3 kHz. $\Delta ITD_p$ exhibits a positive bias below 300 Hz and remains very low above. Standard deviations associated with $\Delta ITD_g$ and $\Delta IDI$ also increase below 300 Hz and above 3 kHz. From Tab. I, it can also be observed that the differences between the experimental and spherical data sets have a higher standard deviation, and thus a lower precision, for all the localization cues that are considered here.

In summary, there is a global quantitative agreement between 300 Hz and 3 kHz between the estimated and experimental HRTF sets for the 651 positions tested around the whole sphere. The agreement between the estimated and experimental HRTF sets is furthermore better than the agreement obtained using the spherical HRTF set in the same frequency range.

<table>
<thead>
<tr>
<th>Cue</th>
<th>Mean (dB)</th>
<th>STD (dB)</th>
<th>Mean (dB)</th>
<th>STD (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta DT_{F_l}$</td>
<td>0.42 dB</td>
<td>0.24 dB</td>
<td>0.05 dB</td>
<td>2.36 dB</td>
</tr>
<tr>
<td>$\Delta DT_{F_r}$</td>
<td>0.42 dB</td>
<td>1.24 dB</td>
<td>-0.05 dB</td>
<td>1.98 dB</td>
</tr>
<tr>
<td>$\Delta ILD$</td>
<td>0.84 dB</td>
<td>1.21 dB</td>
<td>-0.05 dB</td>
<td>3.05 dB</td>
</tr>
<tr>
<td>$\Delta ITD_p$</td>
<td>1.2 µs</td>
<td>23 µs</td>
<td>6.8 µs</td>
<td>170 µs</td>
</tr>
<tr>
<td>$\Delta ITD_g$</td>
<td>10.1 µs</td>
<td>38 µs</td>
<td>11.7 µs</td>
<td>159 µs</td>
</tr>
<tr>
<td>$\Delta IDI$</td>
<td>0.07 rad</td>
<td>0.27 rad</td>
<td>0.009 rad</td>
<td>0.47 rad</td>
</tr>
</tbody>
</table>

Table I. Mean and standard deviation (STD) of the differences between the localization cues extracted from the experimental, estimated, and spherical HRTF sets over the 651 positions between 300 Hz and 3 kHz.
IV. DISCUSSION

A. Validity range of the estimation procedure

Results from behavioral experiments in cats indicate that the just-noticeable difference is $\approx 20 \, \mu s$ for ITD$_p$ and $\approx 1 \, dB$ for ILD (Wakeford and Robinson, 1974). This is the same order of magnitude as the differences obtained between experimental and estimated HRTF sets between 300 Hz and 3 kHz (see Sec. III.C). We can thus conclude that for the presented cat example, the HRTF estimation procedure is accurate up to behavioral precision in that frequency range.

For frequencies higher than 3 kHz, it can be seen in Fig. 7 that the differences between the estimated and experimental HRTFs suddenly increase for all the localization cues, except ITD$_p(f)$. As measurements are thought to be reliable in that frequency range, this implies the estimation procedure produces unreliable results here. This upper frequency limit is nevertheless in good agreement with the upper frequency limit related to the BEM procedure (see Sec. II.A.2). We conclude that the 3 kHz upper bound obtained here is a direct consequence of the limited mesh resolution of the 3D-model used here. A solution to go beyond this upper frequency limit could thus be to increase the 3D-model mesh resolution by refining the mesh using smaller triangles or by taking photographs from more viewpoints. Nevertheless, as the influence of fur is supposed to increase with the frequency, the upper frequency limit may not be extended broadly using only mesh refinement.

For frequencies lower than 300 Hz, it can be seen in Fig. 7 that the differences between the estimated and experimental HRTFs also suddenly increase but only for the time-based localization cues. By looking closely at Fig. 6, it can be seen that there is a systematic increase of ITD$_p(f)$ as the frequency decreases for the experimental HRTFs, which is not observed for the two other HRTF sets. As there is no obvious reason to explain this systematic shift, we postulate that the experimental HRTFs are poorly impacted by the measurement setup and room reflections below 300 Hz. By comparing the estimated and spherical model HRTFs in that frequency range, one can see that there is a good agreement above 200 Hz. Below that frequency, ITD$_p(f)$ seems to converge to 0 and ITD$_g(f)$ to diverge for the estimated HRTFs and not for the spherical model. This may be a side effect of the BEM procedure which produces only one point every 43 Hz in the frequency domain (see Sec. II.A.2) and thus does not provide enough reliable information in the low-frequency range. A solution to go below this lower frequency limit could thus simply be to increase the frequency resolution associated with the BEM procedure.

Measurements of HRTF have been used mainly to study high frequency spectral cues, and therefore a method valid in low frequency may seem to have little practical value. This method is indeed appropriate for the study of temporal cues, rather than spectral cues. Neurophysiologists working on the processing of temporal cues in the auditory brainstem of mammals generally record neurons with characteristic frequency below 3 kHz (Joris and Yin, 2007; Grothe et al., 2010), that is, below the limit of phase locking. Secondly, ITD processing in humans is perceptually dominated by the low frequency range ($< 1.5 \, kHz$) (Wightman and Kistler, 1992). Thirdly, it is shown in Figs. 5 and 6 that a simple spherical model cannot account for all the detailed ITD and ILD variations that are observed below 3 kHz. Therefore, accurate HRTF measurements in low frequency are required for this type of study. However, due to the limitations explained above, the present model is unable to render high frequency spectral cues, which are cues to elevation (Algazi et al., 2001a).

Finally, our measurements and estimations were done on a taxidermized animal, which may differ from a live animal by its acoustical impedance. Nevertheless, the acoustical impedance differences between the taxidermized and living animal are expected to be small in comparison with the acoustical impedance differences between the taxidermized animal and a rigid model. As the latter differences are expected to have a very small influence on the binaural cues below 3 kHz (see...
results obtained here for a taxidermized cat can thus confidently be extended to a living cat.

In summary, the estimation procedure proposed here produces HRTFs that can be used for a live animal and that are accurate up to behavioral precision between 300 Hz and 3 kHz. These frequency bounds can furthermore be easily extended as they are directly related to technical implementation details and not to a fundamental limitation of the method itself.

B. Deviations from the spherical head model and the effect of posture

The method proposed here allows estimating the HRTFs of a given animal on the basis of a 3D-model built from photographs. One interesting point regarding this method is that once the 3D-model has been acquired, it can easily be modified or incorporated in complex environments. Indeed, a 3D-model is a computational object that can be modified and integrated with other 3D-models in many ways. This computational object is easier to manipulate than the original physical object (i.e., the taxidermized cat). For example, such manipulations can be useful to assess in a systematic manner the impact of posture or of the environment on localization cues.

To illustrate the potential applications offered by this method, ITD$_p$(f) is plotted in Fig. 8 for the cat model with its head turned by 50$^\circ$, which was the original posture, or modified to be straight. The front horizontal plane corresponds to $\theta$ varying between $-90^\circ$ and $90^\circ$ by steps of $5^\circ$. The back horizontal plane corresponds to $\theta$ varying between $90^\circ$ and $180^\circ$ by steps of $5^\circ$. This figure highlights first the fact that ITD$_p$(f) varies in a complex, but organized, manner depending both on frequency and head position. This cannot be accounted for by a spherical model. By comparing front and back curves, this figure also emphasizes the fact that the organization of the ITD$_p$(f) curves is greatly influenced by the presence of the cat’s body. Building on the pioneering work of Algazi et al. (2002) in that direction, this method thus potentially allows studying on a systematic manner the effect of body posture on binaural cues.
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Figure 8. Influence of posture on ITD$_p(f)$ in the horizontal plane. Each row shows a set of ITD$_p(f)$ vs. frequency curves for sources with azimuth varying between $-90^\circ$ and $90^\circ$ (front), and between $180^\circ$ by steps of $5^\circ$ (back). (a) 3D model of the cat (head is turned). (b) ITD$_p(f)$ extracted from computed HRTF of the model. (c) Photo of the taxidermized cat in the anechoic room. (d) ITD$_p(f)$ measured in the acoustical recordings. (e) Spherical model with the same interaural distance as the cat ($7.5$ cm). (f) ITD$_p(f)$ in the spherical model. (g) Modified 3D-model of the cat with the head straight. (h) ITD$_p(f)$ extracted from computed HRTF of the modified model.
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