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Abstract

In this paper, we investigate ability of proper generalized decomposition (PGD) to solve transient elastodynamic models in space–time domain. Classical methods use time integration schemes and an incremental resolution process. We propose here to use standard time integration methods in a non-incremental strategy. As a result, PGD gives a separated representation of the space–time solution as a sum of tensorial products of space and time vectors, that we interpret as space–time modes. Recent time integration schemes are based on multi-field formulations. In this case, separated representation can be constructed using state vectors in space and same vectors in time. However, we have experienced bad convergence order using this decomposition. Furthermore, temporal approximation must be the same for all fields. Thus, we propose an extension of classical separated representation for multi-field problems. This multi-field PGD (MF-PGD) uses space and time vectors that are different for each field. Calculation of decomposition is done using a monolithic approach in space and time, potentially allowing the use of different approximations in space and time. Finally, several simulations are performed with the transient elastodynamic problem with one dimension in space. Different approximations in time are investigated: Newmark scheme, single field time discontinuous Galerkin method and two fields time continuous and discontinuous Galerkin methods.

1. Introduction

Thanks to progresses in computer technologies, resolution of problems involving millions of unknowns has become ordinary in engineering applications [17]. And such simulations should be performed as many times as possible in optimization contexts. It seems now to be clear that traditional approaches (like finite element method) are no more compatible with phases of industrial design or times of scientific studies. Therefore innovative methodologies must be proposed in order to exploit the impressive amount of computational resources today available, in a more efficient way.

Reduced order modelling techniques appear to be good candidates to achieve this issue. In the context of evolution problems, models are traditionally projected on a reduced basis in space and resolved in time. Then, strategies differ from the definition of reduced spatial basis. In structural dynamics, the oldest strategies use structure eigen-modes [18]. More recently, methods based on Proper Orthogonal Decomposition (POD) were proposed (see [30,47,36,19] for examples in transient elastodynamics and [14,29] for physical interpretation of POD modes). These methods are well suited only when the displacement vector presents a similar behaviour over time [19]. Thus, for transient problem, enrichment strategies are needed in order to improved reduce spatial basis over simulation time [49].

In this paper, we use a different strategy: the full space–time solution is expressed as a linear combination of space–time modes, that are calculated a priori thanks to proper generalized decomposition (PGD). The PGD has been proven to be highly efficient in different applications [32,12,4,45]. For space–time decomposition of parabolic problems [3,46], computational requirements can be decreased of several orders of magnitude. However, to our knowledge, there is no significant work with application to second order hyperbolic equations. In this paper, we investigate PGD’s ability to solve second order hyperbolic equations and concentrate on transient elastodynamic models.

Key point of PGD method is the separated representation [31,11]. Each space–time mode is decomposed as a tensorial product of one mode in space and an other in time. Separated representation drastically reduces computational storage if few modes are required to represent model solution with a good accuracy. As an example, suppose we use a space–time mesh with $n_S$ points in space
space and \(n_T\) time instants. Also suppose that \(m\) space–time modes are necessary to accurately represent the model solution. Then, we need \(n_S \times n_T\) numerical values to store the full solution whereas only \(m \times (n_S + n_T)\) values are required for the separated representation. This drastically reduces memory requirement as long as \(m \ll n_S, n_T\). Question is how many space–time modes do we need to accurately represent solution of transient elastodynamic problems in space–time domain? \(^1\)

Resolution of linear elastodynamic problems has been a challenging task for decades (and it still is), coming up with the creation of a huge amount of efficient time integration methods. We report the reader to [24,27] for overviews of existing time schemes and corresponding properties. Our purpose here is not to develop a new time integration algorithm. It is to propose a general strategy that can potentially decrease computational costs and/or memory requirements of almost all existing time integration methods, the only condition being that space and time field approximations can be uncoupled. This condition is strictly restrictive but excludes space–time finite element approximations based on unstructured meshes as used in [1].

Time integration algorithms differ in the way equations of motion are resolved and time derivatives are approximated (see [41,21,54,10,26,16] for different examples). However, all time integration methods end up in a recursive formula that allows an incremental resolution of the problem in time. An alternative could be to recast this incremental procedure over the whole space–time domain. The obtained problem could be identified with a square linear system whose size equals dimension of spatial approximation multiplied by dimension of temporal one. Its resolution would give the whole space–time solution, solving only one linear system. This strategy is not used in practice since it is computationally inefficient compared to an incremental strategy. In this paper, we propose to use it in conjunction with PGD, in order to make space–time problem’s resolution efficient.

Indeed, PGD allows to break space–time problem into two non-linear problems, one in space and one in time, that are resolved alternatively until convergence. Each resolution step consists in solving a linear system in space and an other in time. Thus, depending on the number of resolution steps, complexity of PGD algorithms can be of several orders of magnitude lower than complexity of a brutal resolution of space–time problem. For simplicity suppose \(n_S = n_T = n\) and solving a linear system of size \(n \times n\) requires \(O(n^3)\) operations. \(^1\) As space–time problem is of size \(n^2 \times n^2\), its brutal resolution requires \(O(n^6)\) operations whereas PGD algorithms complexity is \(2^n \times O(n^2)\), where \(\xi\) is the resolution steps number.

Following this example, incremental resolution can be done with \(O(n^3)\) operations for lumped explicit time schemes and \(O(n^4)\) for implicit time schemes. Thus PGD methods can have a complexity of same order of magnitude (or bigger) as classical incremental algorithms. In fact, PGD methods exhibit their full potential when multiple space–time resolutions must be performed (as in the context of non-linear solver [32,13,42,40]) or when problems are defined in higher dimensional spaces (due to physical modelisations [21,14,59] or in optimisation context [35,48]). In this paper, we only illustrate potential of PGD method for one transient dynamic problem resolution.

Outline of this paper is as follows: in Section 2, we establish separated representation of elastodynamic problems over space–time domain. Space–time operators are identified and different examples are given for single field and two fields formulations.

\(2.\) A strategy based on tensorial formalism to build space–time operators

In this section, we describe a generic strategy that allows to build space–time separated representation of elastodynamic problems. Aims is to identify separated representation of bilinear and linear operators involved in the linear system equivalent to the whole space–time problem. Technical details are based on tensorial formalism and thus multilinear algebra definitions are given in Appendix A. Different examples are given for single field and two fields formulations. Also, particular attentions are paid to boundary conditions. Following classical methodology employed in finite element method [24], we show how they can be introduced in the right hand side of the equivalent space–time problem.

2.1. Recasting space–time problem as a linear system

Let’s consider an evolution problem whose unknown field is discretized on a structured space–time mesh with \(n_S\) points in space and \(n_T\) time instants. We denote by \(Y\) its space–time discrete representation with \(Y_{ij} = Y(x_i, t_j)\). We want to identify a linear system whose direct resolution gives \(Y\). Using tensorial formalism, such linear system can be expressed as:

\[ B : Y = L \]

\[ B \in \mathbb{R}^{n_S \times n_T \times n_T} \quad \text{and} \quad L \in \mathbb{R}^{n_T} \]

\(1\) This linear system is called the space–time problem. It is said to be separable when bilinear and linear operators involved in (1) verify the following properties [4]:

\[ B = \sum_{k=1}^{n_T} B^S_k \otimes B^T_k \quad \text{and} \quad L = \sum_{k=1}^{n_T} L^S_k \otimes L^T_k \]

\(2\) where superscripts \(S\) and \(T\) denote space and time operators, respectively. The technical difficulty is to identify such operators for a given evolution problem.

Let’s now consider a two-fields formulation of the evolution problem, where the two unknown fields can be discretized on different meshes in space and time. We denote by \(Y_1\) and \(Y_2\) their discrete representations. Such problem involves two set of coupled equations, that can be recasted into matrix form using a monolithic approach. Thus, a generalization of the space–time problem to multi-field formulations can be written as:

\[ \begin{bmatrix} B_1^{S_1} & B_1^{S_2} \\ B_2^{S_1} & B_2^{S_2} \end{bmatrix} \begin{bmatrix} Y_1 \\ Y_2 \end{bmatrix} = \begin{bmatrix} L_1 \\ L_2 \end{bmatrix} \]

\[ B_1 \in \mathbb{R}^{n_{S_1} \times n_{T_1} \times n_{T_2}} \quad \text{and} \quad \begin{bmatrix} L_1 \\ L_2 \end{bmatrix} \in \mathbb{R}^{n_{T_1} \times n_{T_2}} \]

\(3\) This multi-field problem is said to be separable if each component of bilinear and linear operators involved in (3) have the separation properties (2), that is:

\(1\) This complexity is not representative of practical algorithms in use. However, PGD preserves matrix operators structures (such as sparsity). So important here is that same complexity of linear system solver can be considered for comparison of the different methods.
\[ B_{ij} = \sum_{k=1}^{n_f} B_{ik}^k \otimes B_{jk}^k \quad \text{and} \quad L = \sum_{k=1}^{n_f} L_{ik} \otimes L_{jk} \]

**Remark 1.** Thanks to separation properties, it is possible to recast the monolithic system (3) in a single field way using state vector in space. The only condition is that the different fields should have the same temporal approximations, that is \( n^f_t = n^c_t = n_t \). This will lead to Problem 1 with \( \mathbf{v} \in \mathbb{R}^{(n_f^t + n_c^t) \times n_t} \), \( P \in \mathbb{R}^{(n_f^t + n_c^t) \times (n_f^t + n_c^t) \times n_t} \), and \( L \in \mathbb{R}^{(n_f^t + n_c^t) \times n_t} \).

### 2.2. Reference problem

We illustrate construction of previously mentioned operators for the transient elastodynamic problem with one dimension in space. It models traction-compression waves travelling in a linear elastic medium \( \Omega = [0, L] \) during time interval \( I = [0, T] \). The scalar displacement field is denoted by \( u(x, t) \) with \( x \in \Omega \) and \( t \in I \). The medium is submitted to imposed displacement \( u^d(x, t) \) on \( \partial \Omega_u \times I \) and punctual external forces \( f^d(x, t) \) on \( \partial \Omega_f \times I \), with \( \partial \Omega_u \cap \partial \Omega_f = \partial \Omega \) and \( \partial \Omega_u \cap \partial \Omega_f = \emptyset \). Initial state is known and described by initial displacement \( u_0(X) \) and initial velocity \( v_0(X) \). The medium is characterized by its density \( \rho \), its elasticity modulus \( E \) and its section \( A \). Then, the strong formulation of the problem can be written as: find \( u : \Omega \times I \rightarrow \mathbb{R} \) such that

\[ \rho \frac{\partial^2 u}{\partial t^2} = E \frac{\partial^2 u}{\partial x^2} \quad \Omega \times I \]

\[ u = u^d \quad \partial \Omega_u \times I \]

\[ \frac{\partial u}{\partial x} = f^d \quad \partial \Omega_f \times I \]

\[ u = u_0 \quad \Omega \times \{0\} \]

\[ \frac{\partial u}{\partial t} = v_0 \quad \Omega \times \{0\} \]

In the following, we use dot convention for time derivatives, that is \( \ddot{u}(x, t) = \frac{\partial}{\partial t} u(x, t) = \frac{\partial}{\partial t} \frac{\partial}{\partial t} \frac{\partial}{\partial x} u(x, t) = \frac{\partial}{\partial x} \frac{\partial}{\partial t} \frac{\partial}{\partial x} u(x, t) \).

### 2.3. Weak formulation in space and Newmark family of time integration schemes

We give here a first illustration of the strategy starting from a weak formulation in space and resolution in time with Newmark family of integration schemes. In this case, tensorial formalism is introduced once the problem has been fully approximated over space and time domains.

#### 2.3.1. Space weak formulation

We define the following functional spaces

\[ \mathcal{U} = \{ u | u \in H^1(\Omega), u = u^d \forall x \in \partial \Omega_u \} \]

\[ \mathcal{U}_0 = \{ u | u \in H^1(\Omega), u = 0 \forall x \in \partial \Omega_u \} \]

and scalar products

\[ \langle \mathbf{u}, \mathbf{v} \rangle_{\Omega} = \int_{\Omega} Au d\mathbf{v} d\mathbf{x} \]

\[ \langle \mathbf{u}, \mathbf{v} \rangle_{\Omega}^{\text{def}} = \int E A \frac{\partial u}{\partial x} \frac{\partial v}{\partial x} \] d\mathbf{x} d\mathbf{x} \]

\[ \langle \mathbf{u}, \mathbf{v} \rangle_{\partial \Omega_f} = \sum_{i=1}^{n_r} \mathbf{u}(X_i) \mathbf{v}(X_i) \quad X_i \in \partial \Omega_f \]

where \( n_r \) is the number of spatial points including in \( \partial \Omega_f \). We impose Dirichlet boundary conditions \( u^d \) and initial conditions \( u_0 \) and \( v_0 \) in a strong sense. Thus, a spatial weak formulation of (5) writes: find \( u : I \rightarrow \mathbb{R}^n \) such that

\[ B_0(u, u^*) = L_0(u^*) \quad u^* \in \mathcal{U}_0 \]

\[ u(0) = u_0, \quad \dot{u}(0) = v_0 \]

where bilinear and linear forms in space are defined as:

\[ B_0(u, u^*) = (\mathbf{p} u \mathbf{u}^*)_\Omega + (u, u^*)_{\text{def}}^{\text{def}} \]

\[ L_0(u^*) = (f^d(x, t), u^*)_{\partial \Omega_f} \quad \forall t \in I \]

#### 2.3.2. Spatial approximation using finite elements

We introduce spatial approximation using finite elements. This writes for unknown and virtual fields, respectively:

\[ u(x, t) = \phi(x) \cdot \mathbf{u}(t) + \phi^d(x) \cdot \mathbf{u}^d(t) \]

\[ u^*(x) = \phi^d(x) \cdot \mathbf{u}^* \]

Initial displacement and velocity fields are identified with their values at spatial points, that is \( u_0(X) \equiv u_0^0 \) and \( v_0(X) \equiv v_0^0 \). Introduction of finite element approximations (14) and (15) in the weak formulation in space (11) leads to the classical discrete equations of motion, that is: find \( \mathbf{u} : I \rightarrow \mathbb{R}^n \) such that

\[ M \cdot \ddot{u}(t) + K \cdot u(t) = F(t) \]

\[ u(0) = u_0^0, \quad \dot{u}(0) = v_0^0 \]

where discrete bilinear operators in space are classical mass and stiffness matrices:

\[ M = \int \rho A \phi(x) \otimes \phi(x) d\mathbf{x} \]

\[ K = \int E A \frac{\partial \phi(x)}{\partial x} \otimes \frac{\partial \phi(x)}{\partial x} d\mathbf{x} d\mathbf{x} \]

#### 2.3.3. Temporal approximation using Newmark family of time integration schemes

We now introduce temporal approximation with Newmark family of integration schemes [41]. Time interval is approximated with \( n_T + 1 \) time instants, that is \( I = \{ t_i = 0, \ldots, t_n \} \) where \( t_0 = 0 \) and \( t_{n_T} = T \), and time increment is constant, that is \( t_{i+1} - t_i = \Delta t, \quad \forall i \). Then, Newmark approximations at time \( t_i \) write:

\[ \mathbf{u}(t_i) = \mathbf{u}(t_{i-1}) + \Delta t \mathbf{u}(t_{i-1}) + \Delta t^2 \left( \frac{1}{2} - \beta \right) \mathbf{u}(t_{i-1}) + \Delta t^2 \beta \mathbf{u}(t_i) \]

\[ \mathbf{u}(t_i) = \mathbf{u}(t_{i-1}) + \Delta t(1 - \gamma) \mathbf{u}(t_{i-1}) + \Delta t^2 \gamma \mathbf{u}(t_i) \]

These approximations require that the acceleration vector \( \ddot{u}(t) \) must be known at time \( t_0 \). This is classically done using equation of motion taken at time \( t_0 \):

\[ \ddot{u}(t_0) = M^{-1} (F(t_0) - K \cdot \mathbf{u}(t_0)) \]

One can then resolve problem (16) incrementally, by introducing Newmark approximations (17) and (18) in equation of motion (16) taken at time \( t_i \). The recursive formula, obtained for \( i = 1, \ldots, n_T \), is initialized with the known boundary conditions (17) and (19).

#### 2.3.4. Space–time reformulation using tensorial formalism

We now reformulate the incremental problem as a unique linear system. To this end, we identify the displacement vector at all time instants with a second order tensor, that is:

\[ \mathbf{u} = [\mathbf{u}(t_1) \cdots \mathbf{u}(t_n)] \in \mathbb{R}^{n_T \times n_T} \]
In a similar way, \( \mathbf{u} \) denotes all vectors \( \mathbf{u}(t_i) \), \( \mathbf{u} \) all vectors \( \mathbf{u}(t_i) \) and \( F \) all vectors \( F(t_i) \) for \( i = 1, \ldots, n_f \).

Notice that Newmark approximations (17) and (18) can be rewritten as:

\[
-\mathbf{u}(t_{i+1}) + \mathbf{u}(t_i) - \Delta t \mathbf{u}(t_{i-1}) - \Delta t^2 \left( \frac{1}{2} - \beta \right) \mathbf{u}(t_{i-1}) - \Delta t^2 \beta \mathbf{u}(t_i) = 0
\]

(21)

\[
-\mathbf{u}(t_{i+1}) + \mathbf{u}(t_i) - \Delta t (1 - \gamma) \mathbf{u}(t_{i-1}) - \Delta t \gamma \mathbf{u}(t_i) = 0
\]

(22)

Then, we first recast Eqs. (21), (22) and (16) taken at all time instants \( t_i \), for \( i = 1, \ldots, n_f \), as a unique system of equations. Thanks to tensorial implementations (A.8) and (A.13), this can be written as:

\[
\begin{bmatrix}
I \otimes A_1 & I \otimes A_2 & I \otimes A_3 \\
0 \otimes I_3 & I \otimes A_1 & I \otimes A_3 \\
K \otimes I_3 & 0 \otimes I_3 & M \otimes I_3
\end{bmatrix}
\begin{bmatrix}
\mathbf{u}_1 \\
\mathbf{u}_2 \\
\mathbf{u}_3
\end{bmatrix}
=
\begin{bmatrix}
\mathbf{u}(t_0) \otimes A_3 + \mathbf{u}(t_0) \otimes A_3 + \mathbf{u}(t_0) \otimes A_3 \\
\mathbf{u}(t_0) \otimes A_3 + \mathbf{u}(t_0) \otimes A_3 \\
\mathbf{F}
\end{bmatrix}
\]

(23)

where matrices \( A_i \) and vectors \( \mathbf{A}_i \) depend on Newmark parameters \( \beta \) and \( \gamma \) as well as time increment \( \Delta t \); matrices \( I_3 \) and \( I_2 \) are identity matrix in space and time; \( 0 \) and \( I_2 \) are null matrix in space and time.

Second, we express \( \mathbf{u} \) and \( \mathbf{u} \) in function of \( \mathbf{u} \) thanks to the first two equations of (23). We obtain the expression of \( \mathbf{u} \) in the third equation of (23), and replace \( \mathbf{u}(t_0) \), \( \mathbf{u}(t_0) \) and \( \mathbf{u}(t_0) \) with their corresponding values given by (17) and (19).

Finally, after some simplifications, we obtain the formulation in displacement of the whole space–time problem, as a unique linear system. This linear system can be identified with Problem 1 and reads:

**Example 1 (Newmark).** Find \( \mathbf{u} \in \mathbb{R}^{n_f} \) such that

\[
\begin{bmatrix}
K \otimes N_1 + M \otimes N_2 \\
F + \left( F_0 \otimes A_1 \right) \otimes N_1 + \left( F_0 \otimes A_3 \right) \otimes N_3
\end{bmatrix}
\begin{bmatrix}
\mathbf{u}_1 \\
\mathbf{u}_2
\end{bmatrix}
=
\begin{bmatrix}
\mathbf{u}(t_0) \otimes A_3 + \mathbf{u}(t_0) \otimes A_3 + \mathbf{u}(t_0) \otimes A_3 \\
\mathbf{u}(t_0) \otimes A_3 + \mathbf{u}(t_0) \otimes A_3
\end{bmatrix}
\]

Newmark bilinear operators in time are given by

\[
\begin{bmatrix}
\beta & 0 & \cdots & 0 \\
0 & \beta & \cdots & 0 \\
\vdots & \ddots & \ddots & \vdots \\
0 & \cdots & 0 & \beta
\end{bmatrix}
\]

\[
\begin{bmatrix}
0 & 1 & \cdots & 0 \\
-2 & 0 & \cdots & 0 \\
1 & -2 & \cdots & 0 \\
0 & 1 & -2 & 1
\end{bmatrix}
\]

\[
\begin{bmatrix}
\frac{1}{2} - \beta \\
-\beta \\
0
\end{bmatrix}
\]

\[
\begin{bmatrix}
-\beta \\
0
\end{bmatrix}
\]

Remark 2. The right hand side of Eq. (16) contains the contribution of boundary conditions due to exterior forces and imposed displacement:

\[
\mathbf{F}(t) = \mathbf{F}(t) - \mathbf{F}(t) - \mathbf{F}(t)
\]

One can easily writes these contributions under a sum of scalar products of spatial vectors and temporal functions, that is:

\[
\mathbf{F}(t) = \sum \mathbf{a}_i \cdot \mathbf{h}(t) \quad \text{with} \quad \mathbf{a}_i \in \mathbb{R}^{n_f}
\]

This is straightforward for exterior forces \( f_i(x, t) \) since they are imposed at spatial points, we get:

\[
\mathbf{F}(t) = \sum \mathbf{a}_i \cdot \mathbf{h}(t) \quad \forall \{x_i\} \in \partial \Omega
\]

Imposed displacement \( u_i(x, t) \) is continuously approximated in space throw the finite element basis \( \{ \phi_i^j \} \), where \( n_f^j \) denotes the number of spatial points including in \( \partial \Omega \). After introduction in the space weak form, this leads to two contributions \( F^f_i(t) \) and \( F^f_i(t) \) due to bilinear forms, see Eq. (12). These contributions thus write as a matrix–vector product. We decompose this product row by row and obtain the following decomposition:

\[
\mathbf{F}^f(t) = \int_{\Omega} EA \frac{d \phi_i^j(x)}{dx} \cdot \frac{d \phi(x)}{dx} \cdot \mathbf{u}^f(t) = \sum \mathbf{k}_i^f \mathbf{u}^f(t)
\]

\[
\mathbf{F}^f(t) = \int_{\Omega} \rho A \phi_i^j(x) \cdot \mathbf{g}(x) dx \cdot \mathbf{u}^f(t) = \sum \mathbf{m}_i^f \mathbf{u}^f(t)
\]

Remark 3. The right hand side of Eq. (24) contains all contributions due to boundary conditions. In particular, initial conditions in displacement and velocity are taken into account as equivalent forces. Also, contribution of exterior forces and imposed displacement are given in a non-separated way as:

\[
\mathbf{F} = \mathbf{F}^f - \mathbf{F}^f - \mathbf{F}^f
\]

One can express these contributions directly as a sum of products of space and time vectors thanks to the decomposition introduced in Remark 2. Hence, we have:

\[
\mathbf{F}^f = \sum \mathbf{a}_i \otimes \mathbf{f}_i \quad \text{with} \quad \mathbf{f}_i = [f_i(x, \Delta t) \cdots f_i(x, T)]
\]

\[
\mathbf{F}^f = \sum \mathbf{k}_i^f \otimes \mathbf{u}_i^f \quad \text{with} \quad \mathbf{u}_i^f = [u_i^f(\Delta t) \cdots u_i^f(T)]
\]

\[
\mathbf{F}^f = \sum \mathbf{m}_i^f \otimes \mathbf{u}_i^f \quad \text{with} \quad \mathbf{u}_i^f = [\dot{u}_i^f(\Delta t) \cdots \dot{u}_i^f(T)]
\]

2.4. Space–time weak formulation – One field case

We give here a second illustration of the strategy starting from a space–time weak formulation. In this case, identification of the linear system equivalent to the space–time problem is straightforward. Indeed, tensorial formalism can be introduced at the approximation step, using a structured space–time finite elements mesh. Then, after introduction of approximations in the weak forms, identification of the space–time separated representation of operators is direct.
2.4.1. Space–time discontinuous Galerkin method
We consider the following functional spaces:

\[ U = \{u|u \in \mathcal{H}^1(\Omega \times I), \ u = u^d \forall x \in \partial \Omega_u \times I\} \]
(25)
\[ U_0 = \{u|u \in \mathcal{H}^1(\Omega \times I), \ u = 0 \forall x \in \partial \Omega_u \times I\} \]
(26)
and we use scalar products defined by Eqs. (8) to (10).

As an example, we use the space–time weak formulation of the elastodynamics problem proposed in [25]. In this formulation, time interval is decomposed in \( N_T \) subintervals as \( I = \bigcup_{i=1}^{N_T} I_i \) with \( I_i = [t_{i-1}, t_i] \) where \( t_0 = 0 \) and \( t_N = T \). Then, space–time domain is decomposed in \( N_T \) subintervals called space–time slabs as \( \Omega \times I = \bigcup_{i=1}^{N_T} \Omega \times I_i \).

The problem is weakly formulated over each slab \( \Omega \times I_i \) and continuity between two slabs is weakly enforced. Writing this formulation over the whole space–time domain, we obtain: find \( u \in U \) such that

\[ B_{\text{STDG-U}}(u, u^*) = L_{\text{STDG-U}}(u^*) \quad \forall u^* \in U_0 \]
(27)

where space–time bilinear and linear forms are given by:

\[ B_{\text{STDG-U}}(u, u^*) = \sum_{i=1}^{N_T} \int_I \langle \rho \ddot{u}(x), \dot{u}^* \rangle_{\Omega_i} \, dt + \sum_{i=1}^{N_T} \int_I \langle \dot{u}, \dot{u}^* \rangle_{\Omega_i} \, dt + \sum_{i=2}^{N_T} \langle \rho \ddot{u}(x, t_{i-1}^-) - \rho \ddot{u}(x, t_{i-1}^+), \dot{u}^*(x, t_{i-1}) \rangle_{\Omega_i} \\
+ \sum_{i=2}^{N_T} \langle u(x, t_{i-1}^-) - u(x, t_{i-1}^+), \ddot{u}^*(x, t_{i-1}) \rangle_{\Omega_i} + \langle \rho \ddot{u}(0), \dot{u}^*(0) \rangle_{\Omega_0} + \langle \dot{u}(0), \dot{u}^*(0) \rangle_{\Omega_0} \]
(28)

\[ L_{\text{STDG-U}}(u^*) = \sum_{i=1}^{N_T} \int_I \langle f(x, t, \dot{u}^*) \rangle_{\partial \Omega_i} \, dt + \langle \rho \ddot{u}(0), \dot{u}^*(0) \rangle_{\Omega_0} + \langle \dot{u}(0), \dot{u}^*(0) \rangle_{\Omega_0} \]
(29)

The first two terms in (28) and the first term in (29) act to weakly enforce the equation of motion over all space–time slabs, while the remaining terms weakly enforce continuity of displacement and velocity between space–time slabs. In particular, initial displacement and velocity are weakly enforced throw the two last terms in (28) and (29).

2.4.2. Space and time approximations
We introduce approximations using continuous finite elements in space and piecewise continuous in time. Displacement \( u^d(x, t) \) is imposed in a strong way. Initial conditions \( u_0(x) \) and \( v_0(x) \) are weakly imposed. This writes for unknown and virtual fields as

\[ u(x, t) = \hat{\phi}(x) \otimes \hat{\psi}(t) : u^d + \hat{\phi}(x) \otimes \hat{\psi}(t) : u^d \]
(30)
\[ u^*(x, t) = \hat{\phi}(x) \otimes \hat{\psi}(t) : u^* \]
(31)

External load \( f^d(x, t) \) is approximated in time with the same temporal basis as \( u(x, t) \).

2.4.3. Equivalent space–time problem
Introducing finite element approximations (30) and (31) in (27) and using tensorial notations directly lead to the space–time representation of the problem as a unique linear system. This system has the general form of Problem 1, and can be written has:

Example 2 (TDG-u). Find \( u \in \mathbb{R}^{n \times n_T} \) such that

\[ (K \otimes (Q^0 + \Psi^0) + M \otimes (Q^{12} + \Psi^{11})) : u = (K \otimes u_0) \otimes \Psi^0 + M \otimes \nu_0 \otimes \Psi^1 + (I_8 \otimes Q^{10}) : F_{\text{d}} - (I_8 \otimes Q^{10}) : f_{\text{d}} - (I_8 \otimes Q^{12}) : F_{\text{d}} \]
(32)

Bilinear operators in time associated with the time discontinuous Galerkin method are given by:

\[ \Psi_{ij} = \frac{d^2 \Psi(i, 0)}{dt^2} \quad \text{and} \quad \mathbb{Q}_{ii} = \int_I \frac{d^2 \nu(t)}{dt^2} \frac{d^2 \nu(t)}{dt^2} \, dt \]

Remark 4. The right hand side of Eq. (32) contains all contribution due to boundary conditions. In particular, initial displacement and velocity fields are weakly imposed. Indeed, the matrix of unknowns \( u \) includes projection coefficients associated with \( u(x, t = 0) \). Contributions due to exterior forces \( f^d(x, t) \) and imposed displacement \( u^d(x, t) \) need to be decomposed, in order to be identified as a sum of products of space and time vectors.

Following the same method as used in Remark 3, we can directly write these decompositions as:

\[ f_{\text{d}}^j = \sum_{i=1}^{n_T} f_{\text{d}}^i \otimes \mathbb{F}_{ij} \quad \text{with} \quad f_{\text{d}}^j = [f^d(x_1, 0) \ldots f^d(x_N, T)]^T \]
(33)
\[ f_{\text{d}}^j = \sum_{i=1}^{n_T} \mathbb{K}_{ij}^d \otimes \mathbb{U}_{ij} \quad \text{with} \quad \mathbb{U}_{ij} = [u_0(x_i, 0) \ldots u_N(x_i, T)]^T \]
(34)
\[ f_{\text{d}}^j = \sum_{i=1}^{n_T} \mathbb{M}_{ij}^d \otimes \mathbb{U}_{ij} \]
(35)

2.5. Space–time weak formulation – Two fields case
As a last illustration, we use a multi-field formulation of the problem. Here, unknowns are displacement and velocity fields. Using different approximations in time for both fields, the linear system equivalent to the space–time problem can be identified with the general multi-field Problem 2. Also, it can be recasted in a single field form (as Problem 1) using a state vector in space and same approximations in time.

2.5.1. Two-field space–time discontinuous Galerkin method
We use functional spaces and scalar products respectively defined by (25), (26), (8) and (10). In addition, we introduce the following functional spaces:

\[ \mathcal{V} = \{ v|v \in \mathcal{H}^1(\Omega \times I), \ v = 0 \forall x \in \partial \Omega_u \times I\} \]
(36)
\[ \mathcal{V}_0 = \{ v|v \in \mathcal{H}^1(\Omega \times I), \ v = 0 \forall x \in \partial \Omega_u \times I\} \]
(37)

where \( v^d \) is the velocity associated to imposed displacement \( u^d \), that is \( v^d = \dot{u}^d \).

We use the two-fields version proposed in [26] of previously mentioned space–time weak formulation of the elastodynamics problem. As for the one field case, space–time domain \( \Omega \times I \) is decomposed in \( N_T \) space–time slabs. But displacement \( u(x, t) \) and
velocity \( v(x, t) \) are two distinct fields. Then, continuity between the first time derivative of the displacement field and the velocity field is weakly imposed. This space–time weak formulation is written over the space–time domain as: it find \( \{ u \in U \} \); \( \{ v \in V \} \) such that \( \forall u^* \in U_0 \) \( \forall v^* \in V_0 \)

\[ B_{\text{STDG-UV}}(\{ u, v \}, \{ u^*, v^* \}) = L_{\text{STDG-UV}}(\{ u^*, v^* \}) \]  \hspace{2cm} (38)

where space–time bilinear and linear forms are given by:

\[ B_{\text{STDG-UV}}(\{ u, v \}, \{ u^*, v^* \}) = \sum_{i=1}^{N_{x}} \int_{t_{i-1}}^{t_{i}} \left( \rho \frac{\partial v}{\partial t} \right) \partial u^* \partial t \quad + \quad \sum_{i=1}^{N_{x}} \left( \mu(t_{i}) \right) \partial v \partial u^* \partial t \quad + \quad \sum_{i=1}^{N_{x}} \left( \mu(t_{i}) \right) \partial v \partial u \partial t \quad + \quad \sum_{i=1}^{N_{x}} \left( \mu(t_{i}) \right) \partial v \partial u \partial t \]

\[ L_{\text{STDG-UV}}(\{ u^*, v^* \}) = \sum_{i=1}^{N_{x}} \int_{t_{i-1}}^{t_{i}} \left( f^d(x, t) \right) \partial u^* \partial t \quad + \quad \sum_{i=1}^{N_{x}} \left( f^d(x, t) \right) \partial u \partial t \quad + \quad \sum_{i=1}^{N_{x}} \left( f^d(x, t) \right) \partial u \partial t \]  \hspace{2cm} (39)

The third term in (39) weakly enforced the continuity between the displacement and velocity fields over time. Remaining terms are similar to those of the one field case and have been previously described.

2.5.2. Space and time approximations

We introduce approximations using continuous finite elements in space and piecewise continuous in time for both fields. We use the same approximation in space but allow different approximations in time. This writes for unknown and virtual fields:

\[ u(x, t) = \phi(x) \otimes \psi_v(t) : u^d \quad \text{and} \quad \psi_v(t) : u^d \quad \text{and} \quad \psi_v(t) : u^d \]  \hspace{2cm} (41)

\[ v(x, t) = \phi(x) \otimes \psi_v(t) : \psi(t) : v^d \quad \text{and} \quad \psi(t) : v^d \quad \text{and} \quad \psi(t) : v^d \]  \hspace{2cm} (42)

\[ u^*(x, t) = \phi(x) \otimes \psi_u(t) : u^* \quad \text{and} \quad \psi_u(t) : u^* \]  \hspace{2cm} (43)

\[ v^*(x, t) = \phi(x) \otimes \psi_v(t) : v^* \quad \text{and} \quad \psi_v(t) : v^* \]  \hspace{2cm} (44)

2.5.3. Equivalent space–time problem: multi-field approach

Introducing finite element approximations (41) to (44) in (38) and recasting it with tensorial implementation (A.13), one directly obtains the linear system equivalent to the space–time problem. This linear system can be identified with the generic multi-field Problem 2. This writes:

**Example 3 (TDG-uv with multi-field approach).** Find \( \{ u \in R^{n_x \times n_t} \} \); \( \{ v \in R^{n_x \times n_t} \} \) such that

\[ \begin{bmatrix} K \otimes Q_{01}^{01} + \Psi_u \\ K \otimes Q_{01}^{02} + \Psi_v \\ M \otimes Q_{01}^{01} + \Psi_u + \Psi_v \end{bmatrix} \begin{bmatrix} u \\ v \end{bmatrix} = \begin{bmatrix} K \otimes u_0 \\ M \otimes v_0 \end{bmatrix} + \Psi_u \begin{bmatrix} 0 \\ 0 \end{bmatrix} + \Psi_v \begin{bmatrix} 0 \\ 0 \end{bmatrix} + \begin{bmatrix} 0 \otimes Q_{01}^{00} : F \end{bmatrix} \]  \hspace{2cm} (45)

Finally, introduction of approximation (48) in the weak form (38) gives the following equivalent linear system, that can be identified with the generic one field Problem 1. That is:

**Example 4 (TDG-uv with state vector approach).** Find \( \{ y \in R^{n_x \times n_t} \} \) such that

\[ \begin{bmatrix} B_{01} \otimes Q_{01}^{01} + \Psi_u \\ B_{02} \otimes Q_{01}^{02} \end{bmatrix} \begin{bmatrix} v_0 \end{bmatrix} + \begin{bmatrix} b_{01} \otimes Q_{01}^{00} : F \end{bmatrix} \begin{bmatrix} v_0 \end{bmatrix} = \begin{bmatrix} 0 \otimes Q_{01}^{00} : F \end{bmatrix} \]  \hspace{2cm} (49)

where bilinear operators in time are implemented similarly to the multi-field approach whereas bilinear operators in space are implemented as follow:

\[ B_{01} = \begin{bmatrix} K & 0 \\ 0 & M \end{bmatrix} \]  \hspace{2cm} and \hspace{2cm} \[ B_{02} = \begin{bmatrix} 0 & -K \\ K & 0 \end{bmatrix} \]

and linear forms are expressed thanks to:
3. The proper generalized decomposition for non-symmetric operators

In this section, we shortly review classical PGD methods that allow to build a space–time separated representation of the solution of an evolution problem. We only consider one field cases and problems formulated in the form of the generic Problem 1.

As in [5,48], we adopt an algebraic point of view. This allows to design generic PGD solvers that can be used with various time integration methods. Then, PGD can be viewed as an alternative to efficient iterative resolution of linear system given in tensor like format.

As shown in Section 2, contributions of boundary conditions (such that Neumann and Dirichlet conditions over time, and also initial conditions) can be expressed as equivalent external loads. Therefore, there is no need for special procedures (as proposed in [20,9]) in order to imposed boundary conditions, since they directly appear in the right hand side of the space–time problem.

3.1. Separated representation

The PGD aims at finding a priori a separated representation of \( Y \), the space–time problem solution. We mean by a priori, that \( \bar{Y} \) needs not to be known (that is nor calculated or stored) before calculation of its decomposition. We only need the separated representation of operators involved in the space–time problem, see Eqs. (2).

Adopting a discrete point of view, the separated representation is defined as a sum of tensorial products of space and time vectors. It was first introduced in the framework of the LATIN method under the name “radial approximation” (see [31,42]). In this paper, we adopt a slightly different representation, that has been used in the context of multidimensional problems (see [8,2,11]). We are seeking \( Y \) as a linear combination of normalized tensorial products of space and time vectors, that is we are seeking \( \bar{Y} \) under the form:

\[
\bar{Y}_m = \sum_{i=1}^{m} \xi_i \underbrace{W_i \otimes \Delta_i}_{a_i} \quad \text{with} \quad \underbrace{W_i \in \mathbb{R}^n}_{\xi_i \in \mathbb{R}} \subset \mathbb{R}^n
\]

where integer \( m \) is the decomposition rank, scalar coefficients \( \xi_i \) are the separation values and products \( W_i \otimes \Delta_i \) are the space–time modes. These are normalized with respect to a chosen metric. To this end, we denote by

\[
\|W_i\otimes\Delta_i\|_N = 1, \quad \forall i = 1, \ldots, m
\]

the norm of a second order tensor \( \otimes \) associated with bilinear operator \( N \). Also, we impose the following normality property to the decomposition:

\[
\|W_i \otimes \Delta_i\|_N = 1, \quad \forall i = 1, \ldots, m
\]

The main advantage of this normalization is that separation values can be used to directly quantify (in a chosen metric) the contribution of a given space–time mode to the whole decomposition. This will be useful in order to reordnate the decomposition in cases where non-optimal algorithms where used to build the separated representation. We discuss this aspect in Section 3.4.

3.2. Classical definitions

The PGD is classically defined as the solution of a minimization problem. The space and time vectors are seeking as the ones which minimize an associated functional \( J : \mathbb{R}^n \rightarrow \mathbb{R}^+ \). This functional can be defined using Galerkin orthogonality criteria [3,43] or a minimal residual formulation [8,42]. These definitions are summarized in Table 1.

The PGD converges if it tends to the space–time solution as the decomposition rank tends to infinity. For symmetric problems, convergence can be proven for both PGD definitions; but for non-symmetric problems, convergence is guaranteed only with the minimal residual definition (see [43,34,5] for convergence analysis). However, convergence of Galerkin based PGD has been numerically observed for non-symmetric problems (see for example results obtain in [3,46] with parabolic problems). In the elastodynamics case, bilinear operators associated to the space–time problem are non-symmetric (due to unsymmetrical nature of temporal operators). Then, minimal residual PGD should be used to insure decomposition convergence.

A rank \( m \) PGD is said to be optimal if it minimizes the distance (in a given metric) between the reference solution \( Y \) and all possible separated representations of rank \( m \). Optimality of PGDs can be evaluated by expressing functional \( J \) in an \( \text{a posteriori} \) way (that is in function of the reference solution \( Y \)). For both \( \text{a priori} \) definitions of the functional \( J \), it is easy to find an equivalent \( \text{a posteriori} \) functional whose minimization leads to the same problem (see Table 2).

Then, \( \text{a posteriori} \) definitions of PGD can be compared with the Singular Value Decomposition (SVD) of matrix \( Y \). Indeed, SVD can be defined as the one which minimizes the distance, in the Frobenius norm (denoted by \( \|Y - Y^*\|_F \) ), between the matrix \( Y \) and all separated representation of rank \( m \) (see [50]). In this case, \( m \) is the matrix rank and the coefficients \( \xi_i \) are its singular values.

Table 1

<table>
<thead>
<tr>
<th>Functional Formulation</th>
<th>Galerkin PGD</th>
<th>Residual PGD</th>
</tr>
</thead>
<tbody>
<tr>
<td>( J(Y^*) )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \text{a priori} )</td>
<td>|Y - Y^*|_F^2</td>
<td>|Y - Y^*|_F^2</td>
</tr>
<tr>
<td>( \text{a posteriori} )</td>
<td>|Y - Y^*|_F^2</td>
<td>|Y - Y^*|_F^2</td>
</tr>
</tbody>
</table>

Table 2

<table>
<thead>
<tr>
<th>Functional Formulation</th>
<th>Galerkin PGD</th>
<th>Residual PGD</th>
<th>SVD</th>
</tr>
</thead>
<tbody>
<tr>
<td>( J(Y^*) )</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \text{a priori} )</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( |Y - Y^*|_F^2 )</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \text{a posteriori} )</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( |Y - Y^*|_F^2 )</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Remark 6. A new definition of PGD, called minimax PGD, has been recently introduced by Nouy in [46]. It is based on Petrov–Galerkin criteria and allows to improve convergence properties of Galerkin based PGD with respect to a desired metric. We have tested this formulation for the elastodynamic problems with respect to the Frobenius metric but experienced divergence of the decomposition after some PGD iterations. Also, when applied to the symmetrized problem, we do not obtain better results than with minimal residual PGD. Thus, we do not consider the minimax definition in this paper.
3.3. Algorithms

The simplest way to compute PGD is based on a progressive construction \[8,2,46\]. In order to compute decomposition of rank \( m \), we suppose decomposition of rank \( m - 1 \) has been previously calculated and search for the best rank one enrichment for which functional \( J \) reaches its minimum value. The minimization process is alternately performed with respect to space and time vectors, leading to two stationary conditions. In this paper, we additionally imposed normality of the enrichment with respect to a chosen metric. This allows to calculate separation values. Then, progressive definition of PGD reads:

Definition 1 (Progressive PGD). Knowing \( Y_{m-1} \), find \( x_m, W_m, \Delta_m \) such that

\[
(W_m, \Delta_m) = \arg \min_{W, \Delta} J(Y_{m-1} + x_m W \otimes \Delta)
\]

(52a)

\[
\|W_m \otimes \Delta_m\|_{\mathbb{F}}^2 = 1
\]

(52b)

This construction of PGD is optimal only if bilinear operator involved in the space–time problem admits a rank one decomposition \[46\], that is if:

\[
B = B^T \otimes B^T
\]

(53)

However, this is not the case for elastodynamic problems and then progressive construction of PGD is not optimal. An optimal definition can be introduced by minimizing functional \( J \) with respect to all space and time vectors \[44\], that is:

Definition 2 (Optimal PGD). Find \( \{x_i, W_i, \Delta_i\}_{i=1,...,m} \) such that

\[
(W_i, \Delta_i)_{i=1,...,m} = \arg \min_{W, \Delta} J\left(\sum_{i=1}^{m} x_i W_i \otimes \Delta_i\right)
\]

(54a)

\[
\|W_i \otimes \Delta_i\|_N = 1, \quad \forall i = 1, \ldots, m
\]

(54b)

One way to resolve this problem is based on subspace iteration algorithm \[44\]. It consists in solving one system in space of size \( n_s \times n_t \times n_t \) and another in size \( n_s \times n_t \times n_t \) alternatively. So, this algorithm requires the resolution of spatial and temporal problems whose size increases with the decomposition rank. Thus, it becomes computationally untractable as decomposition rank increases. An alternative was proposed in \[46\]. It consists in constructing the decomposition in a progressive way, and updating all temporal vectors with the optimal problem, at the end of each progressive step. This procedure still requires resolution of the optimal problem in time whose size increases with the decomposition rank. It is then tractable only if temporal discretization remains coarse. But in the context of elastodynamics, description of waves propagation often requires a fine discretization in time. Thus, in this paper, we propose an other updating strategy which only requires resolution of spatial and temporal problems of size \( n_s \times n_t \) and \( n_t \times n_t \). Our strategy can be viewed as a Gauss–Seidel type substitution method for resolution of the optimal problem. Implementation details are given in Appendix B.


In this section, we introduce a new PGD method that allows to efficiently compute space–time separated representation of solution of multi-field evolution problems. For the sake of clarity, we only consider generic two-field problems of the form of Problem 2 but the following developments can be directly generalized to \( n \)-field problems.

We have shown in Section 2 that multi-field problems can be recasted into one field problems using state vector in space and same temporal approximations. Then, it is possible to use one-field PGD methods as described in Section 3 to get a separated representation of both fields. However, we have experienced bad convergence order using this strategy. Furthermore, temporal approximation must be the same for all fields. These limitations have motivated the proposition of a new approach.

Traditionally, one distinguishes two classes of methods for the resolution of multi-field problems: partitioned procedures and monolithic approaches. Partitioned procedures rely on separation of physics and avoid simultaneous treatment of the different fields \[15\]. One of the main advantages of partitioning approaches is their ability to use different discretizations, in space and time, for each physics. In the context of reduced order modeling, partitioning approaches were used in conjunction with POD for calculation of space–time separated representation of multi-field problems \[13,40\]. An example using different space and time discretizations for each physic can be found in \[39\]. Monolithic approaches rely on a single system of equations for the entire problem formulation \[23\]. As an example, Problem 2 is formulated using a space–time monolithic approach. In cases where the different physics exhibit strong interactions, monolithic approaches may be preferable to partitioned procedures in order to ensure unconditional stability and better accuracy \[38\]. Recently, a reduced order model, based on POD and using monolithic space–time modes, has been successfully applied to resolution of fluid–structure interaction problems \[53\]. One limitation of monolithic approaches is that if the problem is monolithically formulated in space, then temporal discretization must be the same for all fields. This is highly restrictive when the different fields exhibit different physical kinematics.

3.4. Convergence and reordering

Separation values \( \chi_i \) are of great interest since they contain informations related to convergence of decomposition. In particular, minimal residual definition of PGD verify the following convergence property \[46\]:

Property 1 (Convergence property – Minimal residual PGD). Let \( Y_m \) be the rank \( m \) minimal residual PGD of \( Y \), constructed in a progressive way. Then \( N = B^T \otimes B^T \) be the operator norm used to normalized space–time modes. Then the decomposition verifies the following property:

\[
\|Y - Y_m\|_{\mathbb{F}} = \|Y\|_{\mathbb{F}}^2 - \sum_{i=1}^{m} \chi_i^2
\]

(55)

Thus, separation values \( \chi_i \) exhibit contribution of each space–time mode to the whole decomposition, without any postprocessing. Then, if the computed decomposition is not sorted in a decreasing order (that is if coefficients \( \chi_i \) are not decreasing for \( i = 1, \ldots, m \)), it is possible to rearrange the decomposition in decreasing order using a permutation of coefficients \( \chi_i \) and corresponding space–time modes. Such reordering is negligible in term of computational costs. More over, using equivalence between norms defined in finite dimensional spaces, we can guaranty decomposition convergence when space–time modes are normalized with a different norm than the norm used to defined \( J \) (see Table 2). In particular, decomposition will converge if we impose normality of space–time modes with respect to Frobenius norm \( |||.||| \), and define PGD with minimal residual formulation.


In this paper, we present a new multi-field PGD (MF-PGD) that overcomes this limitation. We propose to use the monolithic space–time problem to construct separated representation of both fields, and thus take advantage of the better convergence properties of monolithic approaches. Moreover, due to space–time nature of problem formulation, we potentially allow the use of different approximations in space and time for each field, which overcomes the above-mentioned limitation of monolithic approaches.

4.1. Separated representation

In the proposed multi-field PGD, each field is represented in a separated way as a sum of tensorial products of space and time vectors. That is, space and time vectors differ for each fields. The coupling is automatically enforced through the space–time weak formulation of the evolution problem and thus only depends on it. As in the single field case, we use scalar coefficients (that we also called separation values) to define the decomposition. But in the multi-field case, a separation value is related to the contribution of a multi-field space–time mode. Then, the separated representation of rank \( m \) is given by:

\[
\begin{align*}
\begin{bmatrix} Y_{1m} \\ Y_{2m} \end{bmatrix} &= \sum_{i=1}^{m} \varphi_i \begin{bmatrix} W_{1i} \otimes \Delta_{1i} \\ W_{2i} \otimes \Delta_{2i} \end{bmatrix} \\
\end{align*}
\]  

(56)

with \( W_{1i} \in \mathbb{R}^{n_1}, W_{2i} \in \mathbb{R}^{n_2}, \Delta_{1i} \in \mathbb{R}^{n_1}, \Delta_{2i} \in \mathbb{R}^{n_2}, \varphi_i \in \mathbb{R} \)

We impose normality of each multi-field space–time mode as:

\[
\left\| \begin{bmatrix} W_{1i} \otimes \Delta_{1i} \\ W_{2i} \otimes \Delta_{2i} \end{bmatrix} \right\|_N^2 = 1, \quad \forall i = 1, \ldots, m 
\]  

(57)

where operator \( \| \cdot \|_N \) denotes a norm in the vectorial space of third order tensors. It can be written for a two-fields formulation and using tensorial implementation (A.13) as:

\[
\| X \|_N = \begin{bmatrix} X_1 \\ X_2 \end{bmatrix} \cdot \begin{bmatrix} N_{11} & N_{12} \\ N_{21} & N_{22} \end{bmatrix} \cdot \begin{bmatrix} X_1^T \\ X_2^T \end{bmatrix} 
\]  

(58)

4.2. Space–time monolithic definition

The MF-PGD is defined as the solution of a minimization problem, associated with the functional \( J : [\mathbb{R}^{n_1}, \mathbb{R}^{n_2}] \rightarrow \mathbb{R}^+ \).

By analogy with the single field case, we can introduce Galerkin based and minimal residual PGD formulations. However, since Galerkin based PGD do not converge for the elastodynamic problems we have tested, we only focus on minimal residual formulation (see Table 3).

Key point of the proposed approach is to minimize residual of the space–time monolithic problem. Indeed, this is different than breaking the monolithic problem into two separated problems and then minimizing the residual of each separated problem.

4.3. Algorithms

We now introduce multi-field version of PGD algorithms. As a first algorithm, we introduce a progressive construction of MF-PGD. At a given rank \( m \), we suppose decomposition of rank \( m - 1 \) is known. Then we search for the best rank one enrichment that minimizes the functional \( J \). Minimization is alternatively performed, in a monolithical way, with respect to the multi-field space and time vectors. And we additionally normalized the rank one enrichment. Then, progressive definition of multi-field PGD reads:

\[
\text{Definition 3 (Progressive MF-PGD). Knowing } \begin{bmatrix} Y_{1m-1} \\ Y_{2m-1} \end{bmatrix}, \text{ find } \lambda_{m}, \begin{bmatrix} W_{1m} \\ W_{2m} \end{bmatrix} \text{ and } \begin{bmatrix} \Delta_{1m} \\ \Delta_{2m} \end{bmatrix} \text{ such that } \\
J \left(\begin{bmatrix} Y_{1m} \\ Y_{2m} \end{bmatrix}, \lambda_{m}, \begin{bmatrix} W_{1m} \\ W_{2m} \end{bmatrix}, \begin{bmatrix} \Delta_{1m} \\ \Delta_{2m} \end{bmatrix}\right) = \min_{\lambda, \begin{bmatrix} W \end{bmatrix}, \begin{bmatrix} \Delta \end{bmatrix}} J \left(\begin{bmatrix} Y_{1m-1} \\ Y_{2m-1} \end{bmatrix}, \lambda, \begin{bmatrix} W \end{bmatrix}, \begin{bmatrix} \Delta \end{bmatrix}\right) \\
\| \begin{bmatrix} W_{1i} \otimes \Delta_{1i} \\ W_{2i} \otimes \Delta_{2i} \end{bmatrix} \|_N^2 = 1, \quad \forall i = 1, \ldots, m 
\]  

(59a)

(59b)

As for the single field case, we can also introduce an optimal algorithm for MF-PGD. This is done by minimizing the functional \( J \) with respect to all space and time vectors, that is:

\[
\text{Definition 4 (Optimal MF-PGD). Find } \lambda_i, \begin{bmatrix} W_{1i} \\ W_{2i} \end{bmatrix}, \begin{bmatrix} \Delta_{1i} \\ \Delta_{2i} \end{bmatrix} \text{ such that } \\
J \left(\begin{bmatrix} Y_{1m} \\ Y_{2m} \end{bmatrix}, \lambda, \begin{bmatrix} W \end{bmatrix}, \begin{bmatrix} \Delta \end{bmatrix}\right) = \min_{\lambda, \begin{bmatrix} W \end{bmatrix}, \begin{bmatrix} \Delta \end{bmatrix}} J \left(\begin{bmatrix} Y_{1m-1} \\ Y_{2m-1} \end{bmatrix}, \lambda, \begin{bmatrix} W \end{bmatrix}, \begin{bmatrix} \Delta \end{bmatrix}\right) \\
\| \begin{bmatrix} W_{1i} \otimes \Delta_{1i} \\ W_{2i} \otimes \Delta_{2i} \end{bmatrix} \|_N^2 = 1, \quad \forall i = 1, \ldots, m 
\]  

(60a)

(60b)

Implementation details are given in B for both algorithms.

4.4. Convergence and reordering

Thanks to the particular choice we have made for the separated representation (56), we can preserve convergence property of minimal residual PGD in the multi-field case. Indeed, we can easily shown the following convergence property:
Property 2 (Convergence property - Min. residual MF-PGD). Let \( \text{SmallVector}(y_m y_m) \) be the rank \( m \) minimal residual MF-PGD of \( \text{SmallVector}(y_1 y_2) \), constructed in a progressive way. Let

\[
N = \left[ \begin{array}{cc}
B_1 & B_2 \\
B_{12} & B_{22}
\end{array} \right] : \left[ \begin{array}{cc}
B_1 & B_2 \\
B_{12} & B_{22}
\end{array} \right]
\]

be the operator norm used to normalized space–time multi-field modes. Then, the multi-field decomposition verifies the following property:

\[
\left( Y_1 - y_m \right)^2 + \left( Y_2 - y_m \right)^2 - \sum_{i=1}^{m} \alpha_i^2
\]

Then, separation values still characterise contribution of a given multi-field space–time mode to the whole decomposition. Thus, a calculated decomposition can be reordered at negligible computational cost, by performing a permutation on separation values and corresponding multi-field space–time modes. This is shown in Algorithm 3 of Appendix B.

5. Numerical results

In this section, we illustrate and comment the ability of proper generalized decomposition methods to solve the linear elastodynamic problem with one dimension in space.

5.1. Description of the reference problem

5.1.1. Space and time approximations

In all the study, spatial approximation is done with linear finite elements. The comparison focuses more on the temporal approximations. We compare:

- Two temporal approximations associated with single field formulations, that are the Newmark scheme and the single field time discontinuous Galerkin method in displacement. The space–time problem is given by Example 1 for the Newmark scheme and by Example 2 for the time discontinuous method. Newmark parameters are set to \( \beta = 0.25 \) and \( \gamma = 0.5 \), which gives unconditional stability to the scheme. We choose these parameters since they are widely used in industrial codes. However, we have obtained similar results with conditionally stable Newmark schemes. For the time discontinuous method, we use piecewise continuous quadratic finite elements for the approximation in time. Then, in order to preserve physical homogeneity of multi-field norms in Eq. (58) applied with the bilinear operators of Example 3).

- Two temporal approximations associated with multi-field formulations, that are the two-fields time continuous and time discontinuous Galerkin methods, formulated in displacement and velocity. Space–time problem is given by Example 3 for the time discontinuous method. Its construction is similar for the time continuous method. We use linear finite elements (continuous or piecewise continuous) for the approximation in time. Identical approximations are used for the displacement and velocity fields. We refer to the time continuous Galerkin method as TG P1–P1 and to the time discontinuous Galerkin method as TDG P1–P1.

Classically, time integration schemes are evaluated in terms of stability, accuracy, dissipation of spurious high-frequency, starting procedure or computational work [22]. We do not have experience any problem with PGD as regard to stability or starting procedure: we obtain PGD of the unstable solution when the chosen time scheme is unstable and initial conditions are inserted in the right hand side of the space–time problem. Then, in this study, we focus on the influence on PGD of high-frequency perturbations and order of accuracy.

5.1.2. Geometry, material and boundary conditions

The calculations are performed on a beam of size \( L = 0.1 \text{ m} \) and section \( A = 5.10^{-4} \text{ m}^2 \). The elasticity constant is taken to \( E = 2.10^{11} \text{ N/m}^2 \) and the density to \( \rho = 8000 \text{ kg/m}^3 \). The calculations are done in the transient response until \( T = 10^{-4} \text{ s} \). We imposed four different boundary conditions, that are:

- a punctual external load \( f(t) \) applied at the spatial point \( x = 0 \), and represented by a unique sinus of period \( T/10 \) and maximal value \( F_{\text{max}} = 1.10^5 \text{ N} \) as

\[
f(t) = \begin{cases} 
\frac{F_{\text{max}}}{2} \left( 1 + \sin \left( \frac{2\pi}{10} t \right) \right) & \text{if } t < T/10 \\
0 & \text{if } t \geq T/10 
\end{cases}
\]

- an imposed displacement \( u(t) \) applied at the spatial point \( x = 0 \), and also represented by a unique sinus of period \( T/10 \) and maximal value \( U_{\text{max}} = F_{\text{max}} L / EA = 1.10^{-4} \text{ m} \) as

\[
u(t) = \begin{cases} 
\frac{U_{\text{max}}}{2} \left( 1 + \sin \left( \frac{2\pi}{10} t \right) \right) & \text{if } t < T/10 \\
0 & \text{if } t \geq T/10 
\end{cases}
\]

- an initial displacement \( u_0(x) \) varying linearly from \( -U_{\text{max}} \) to 0 and given by:

\[u_0(x) = U_{\text{max}} \left( \frac{x}{L} - 1 \right)\]

- an initial velocity \( v_0(x) \), constant and equals to 10 m/s.

As represented in Fig. 1, all conditions are studied separately and are associated with four test cases. Each test case will be identified by the activated boundary condition. Moreover, for all test cases, displacement and velocity are fixed to zero at the spatial point \( x = L \).

5.1.3. Physical homogeneity and multi-field norms

The multi-field formulations used in this study involve the displacement and velocity fields, that are different physical quantities. Then, multi-field norms required in MF-PGDs definitions are not homogeneous in terms of physical units (see for example, definition of the multi-field norm in Eq. (58) applied with the bilinear operators of Example 3).

Thus, in order to preserve physical homogeneity of multi-field norms, we propose to preconditionate the multi-field space–time problem and to use a change of variables. The preconditioner is simply chosen to:

\[
P = \begin{bmatrix} l_1 \otimes l_1 & 0 \otimes 0 \\
0 \otimes c_1 & l_1 \otimes c_1
\end{bmatrix}
\]

and the change of variable is such that:

\[
\begin{bmatrix} u \\
v
\end{bmatrix} = \begin{bmatrix} \hat{u} \\
\hat{v}
\end{bmatrix}
\]

where the parameter \( \theta \) is chosen to the time increment \( \Delta t \).

\footnote{The two-fields time continuous Galerkin method can be constructed using continuous approximation in time, starting from the space–time weak formulation given by Eq. (38). Then, the fourth and fifth terms in (39) vanish, due to continuity of the temporal approximation. After discretization, the space–time problem is thus given by Example 3 with \( \underline{y}_m = \underline{y}_m(0) \otimes \underline{y}_m(0) \) and \( \underline{y}_p = \underline{y}_p(0) \otimes \underline{y}_p(0) \).}
5.1.4. Physical units and separated representations

The physical unity of each term of the separated representation depends on PGD definitions and norms used to normalize the space–time modes. Physical unity of each term is summarized in Table 4 when the decomposition is defined with the minimal residual formulation and the space–time modes normalized with different norms. One can notice that when the space–time modes are normalized with the Frobenius norm, the separation values \( \alpha \) have the same units as the singular values of the displacement matrix \( u \). These constatations hold true in the multi-field cases after physical homogenization of the space–time problem (see the previous subsection).

5.2. Results and analyses

We perform several numerical analyses with the four time schemes and the four test cases. If it is not specified, the spatial and temporal approximations are fixed to \( \Delta x = L/40 \) and \( \Delta t = T/80 \).

5.2.1. Direct space–time solutions

To begin, we directly resolve the linear systems associated to the space–time problems. The obtained solutions are represented in Fig. 2. Spatial discretization has been chosen to \( \Delta x = L/40 \) and temporal increment to \( T/80 \) in order to exhibit the different behaviours of temporal approximations. In particular, solution calculated with the Newmark scheme exhibits the well known high frequency perturbations that are not physical, whereas, TDG P2 and TDG P1–P1 schemes allow to attenuate these perturbations. We can also notice that TG P1–P1 scheme behaves better than Newmark one.

5.2.2. Comparison of PGDs definitions and algorithms

We now resolve space–time problems with PGDs, that is we manufacture the space–time solution in a separated way. We calculate it \( \text{a priori} \), which means that we give a separated representation of the space–time solution without knowing it.

In this subsection, we compare different definitions of single and multi-field PGD, that are the Galerkin based PGDs and minimal residual PGDs. For each definitions, we calculate the decomposition with progressive and optimal algorithms (see B).

Here, our comments are based convergence of residual as decomposition rank increases. For single field cases, the relative residual is post-traited as

\[
\| \frac{1}{h,m} \|_{\text{PGD}} = \left\| \frac{L - B \cdot Y^h}{L} \right\|_2^n
\]

Table 4

<table>
<thead>
<tr>
<th>( N )</th>
<th>( W )</th>
<th>( \Delta )</th>
<th>( \alpha )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( L )</td>
<td>[-]</td>
<td>[-]</td>
<td>[m]</td>
</tr>
<tr>
<td>( B )</td>
<td>[-]</td>
<td>[m/N]</td>
<td>[N]</td>
</tr>
</tbody>
</table>

5.3. Conclusions

Fig. 2. Solutions obtained by direct resolution of the space–time problems, with \( \Delta x = L/40 \) and \( \Delta t = T/80 \). The velocity fields are post-trailed thanks to temporal approximations for the Newmark and TDG P2 schemes. The reference solutions are calculated with TDG P2 and a finer space–time mesh.
and for multi-field cases, it is:

$$r_{m,PGD}^{h} = \left\| \left[ \begin{array}{c} L_1 \\ L_2 \end{array} \right] - \left[ \begin{array}{c} B_1^1 B_1^2 \\ B_2^1 B_2^2 \end{array} \right] : \left[ \begin{array}{c} Y_1^h \\ Y_2^h \end{array} \right] \right\|_2$$

(66)

To better understanding, we recall that for single field cases, $Y_1^h$ corresponds to the rank $m$ decomposition of the displacement field $u^h$ and for multi-field cases, $Y_1^h$ and $Y_2^h$ are respectively associated with the rank $m$ decomposition of the displacement and velocity fields $u^h$ and $v^h$. The superscript $h$ denotes solution of the discrete space–time problem.

For all time schemes and for all test cases, we experience a divergence of the residual for Galerkin based definition of the PGD and MF-PGD, calculated with progressive or optimal algorithms. Thus, for the present second order hyperbolic problem, Galerkin based definition of PGD and MF-PGD does not work.

On the contrary, minimal residual definition of PGD and MF-PGD behaves quite better: the relative residual reaches $10^{-7}$ for all test cases and times schemes (see Fig. 3). Then, we only use minimal residual definition in the following and we implicitly refer to it if not mentioned.

Fig. 3 also validates our proposed strategy for imposition of boundary conditions: we see that there is no need for special procedures in order to take into account Dirichlet kind of conditions, such that imposed displacement over time or initial displacement and velocity.

The residual convergence is similar for all test cases and all time schemes: for low decomposition ranks, the residual decreases linearly, in logarithmic representation, with a slope that depends on the test cases, and thus on the physics of the problem. After a given rank, the residual brutally falls. The rank associated with the fall depends on the time schemes. Its slope also depends on the time schemes but it is principally related to the decomposition algorithms. Indeed, rel-

---

Fig. 3. Convergence in residual of progressive and optimal algorithms for minimal residual definition of PGD and MF-PGD. Recomposed solutions are displayed at the bottom left corner for each cases. Convergence criterion for fixed point loop are chosen to $k_{\text{max}} = \infty$ and $c_{\text{stop}} = 10^{-6}$.

Fig. 4. Comparison of multi-field approach (computed with MF-PGD) and state vector approach (computed with PGD) for TGD P1–P1 scheme. Decompositions are computed with optimal algorithms. Solutions obtained by direct resolution are displayed at the bottom left and right corners.
Influence of maximum number of fixed point iterations $k_{\text{max}}$, in progressive algorithms. Decomposition rank is given in function of relative residual $r_{\text{PGD}}$ or $r_{\text{MF-PGD}}$. The convergence criterion is set to $\gamma_{\text{stop}} = 10^{-4}$.

<table>
<thead>
<tr>
<th>Relative residual</th>
<th>Progressive PGD</th>
<th>TDG P2</th>
<th>Progressive MF-PGD</th>
<th>TG P1–P1</th>
<th>TDG P1–P1</th>
<th>Test case</th>
</tr>
</thead>
<tbody>
<tr>
<td>(10^{-3})</td>
<td>294 52 45 45</td>
<td>&gt;500 152 139 139</td>
<td>164 34 32 32</td>
<td>&gt;500 270 227 224</td>
<td>177 42 36 36</td>
<td></td>
</tr>
<tr>
<td>(10^{-5})</td>
<td>&gt;500 152 139 139</td>
<td>&gt;500 270 227 224</td>
<td>314 65 60 60</td>
<td>&gt;500 249 211 204</td>
<td>366 99 84 83</td>
<td></td>
</tr>
<tr>
<td>(10^{-7})</td>
<td>&gt;500 270 227 224</td>
<td>&gt;500 249 211 204</td>
<td>471 113 101 102</td>
<td>&gt;500 156 144 144</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(10^{-3})</td>
<td>175 46 53 56</td>
<td>181 51 30 30</td>
<td>101 19 17 17</td>
<td>95 31 26 26</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(10^{-5})</td>
<td>414 99 83 79</td>
<td>339 75 73 73</td>
<td>211 34 34 34</td>
<td>249 61 60 61</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(10^{-7})</td>
<td>&gt;500 128 132 126</td>
<td>&gt;500 136 119 117</td>
<td>301 59 56 57</td>
<td>387 97 92 91</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(10^{-3})</td>
<td>163 67 39 38</td>
<td>482 120 104 103</td>
<td>214 43 40 40</td>
<td>247 66 59 59</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(10^{-5})</td>
<td>&gt;500 171 133 139</td>
<td>&gt;500 210 179 177</td>
<td>358 84 80 79</td>
<td>454 128 113 114</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(10^{-7})</td>
<td>&gt;500 282 236 245</td>
<td>&gt;500 325 272 272</td>
<td>500 131 111 111</td>
<td>&gt;500 199 174 182</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(10^{-3})</td>
<td>301 77 68 68</td>
<td>181 55 50 44</td>
<td>166 31 27 27</td>
<td>153 44 38 38</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(10^{-5})</td>
<td>&gt;500 169 149 150</td>
<td>&gt;500 145 116 122</td>
<td>296 95 66 66</td>
<td>357 114 93 93</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(10^{-7})</td>
<td>&gt;500 281 242 250</td>
<td>&gt;500 244 205 202</td>
<td>478 131 109 107</td>
<td>&gt;500 198 165 166</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5

Influence of maximum number of fixed point iterations $k_{\text{max}}$, in optimal algorithms. Decomposition rank is given in function of relative residual $r_{\text{PGD}}$ or $r_{\text{MF-PGD}}$. The convergence criterion is set to $\gamma_{\text{stop}} = 10^{-6}$.

<table>
<thead>
<tr>
<th>Relative residual</th>
<th>Optimal PGD</th>
<th>Optimal MF-PGD</th>
<th>Test case</th>
</tr>
</thead>
<tbody>
<tr>
<td>(10^{-3})</td>
<td>49 23 23 23</td>
<td>42 17 16 16</td>
<td>(f_d)</td>
</tr>
<tr>
<td>(10^{-5})</td>
<td>78 41 40 40</td>
<td>54 22 21 21</td>
<td>56 28 28 28</td>
</tr>
<tr>
<td>(10^{-7})</td>
<td>89 48 46 46</td>
<td>106 48 43 43</td>
<td>63 27 24 24</td>
</tr>
<tr>
<td>(10^{-3})</td>
<td>50 23 20 20</td>
<td>60 36 23 23</td>
<td>35 13 13 13</td>
</tr>
<tr>
<td>(10^{-5})</td>
<td>77 40 40 40</td>
<td>93 36 33 33</td>
<td>41 16 16 16</td>
</tr>
<tr>
<td>(10^{-7})</td>
<td>100 46 43 43</td>
<td>109 43 44 44</td>
<td>50 20 20 20</td>
</tr>
<tr>
<td>(10^{-3})</td>
<td>72 47 39 26</td>
<td>87 48 35 36</td>
<td>44 19 18 18</td>
</tr>
<tr>
<td>(10^{-5})</td>
<td>80 51 45 44</td>
<td>109 51 41 44</td>
<td>56 25 22 22</td>
</tr>
<tr>
<td>(10^{-7})</td>
<td>105 54 55 54</td>
<td>115 58 47 54</td>
<td>63 27 25 25</td>
</tr>
<tr>
<td>(10^{-3})</td>
<td>82 42 40 40</td>
<td>77 35 38 38</td>
<td>46 25 18 18</td>
</tr>
<tr>
<td>(10^{-5})</td>
<td>92 50 47 47</td>
<td>102 41 42 42</td>
<td>54 27 21 21</td>
</tr>
<tr>
<td>(10^{-7})</td>
<td>100 55 53 53</td>
<td>117 54 52 50</td>
<td>60 31 25 25</td>
</tr>
</tbody>
</table>

Table 6

5.2.3. Comparison of multi-field and state vector approaches

It is possible to recast a two-field problem into a single field one, using state vector in space and same approximations in time. To this end, the two-field time discontinuous Galerkin method has been recasted as a one-field problem, using state vector in space (see Example 4). Then, for this space–time problem, we can compare convergence of decomposition calculated with PGD or MF-PGD algorithms. This is done in Fig. 4 with optimal algorithms and for the imposed displacement test case. Similar results are obtained with progressive implementations and other test cases.

As shown on Fig. 4, we observe that MF-PGD behaves far better than PGD, for the same space–time problem. This can be explain looking at decomposition for both cases. With the multi-field approach (MF-PGD), decompositions of discrete displacement and velocity fields are seeking as

\[
\begin{align*}
\mathbf{y}_m &= \sum_{i=1}^{m} \alpha_i \left[ \mathbf{W}_{\text{dil}} \otimes \Delta_{\text{dil}} \right] \\
\mathbf{u}_m &= \sum_{i=1}^{m} \alpha_i \left[ \mathbf{W}_{\text{vil}} \otimes \Delta_{\text{vil}} \right]
\end{align*}
\]  \hspace{1cm} (67)

and with the state vector approach (PGD), we are manufacturing the decomposition as

\[
\begin{align*}
\mathbf{y}_m &= \sum_{i=1}^{m} \alpha_i \left[ \mathbf{W}_{\text{vil}} \right] \otimes \Delta \\
\mathbf{u}_m &= \sum_{i=1}^{m} \alpha_i \left[ \mathbf{W}_{\text{vil}} \right] \otimes \Delta \\
\mathbf{v}_m &= \sum_{i=1}^{m} \alpha_i \left[ \mathbf{W}_{\text{vil}} \right] \otimes \Delta \\
\end{align*}
\]  \hspace{1cm} (68)

Notice that using decomposition (68), we impose to temporal modes to be the same for displacement and velocity fields. Or, $\mathbf{u}_m$ and $\mathbf{v}_m$ are related to continuous displacement and velocity fields by:

\[
\begin{align*}
\mathbf{u}(x, t) &= \Phi(x) \otimes \Psi(t) : \mathbf{u}_m \\
\mathbf{v}(x, t) &= \Phi(x) \otimes \Psi(t) : \mathbf{v}_m
\end{align*}
\]

and we weakly imposed continuity between $\mathbf{u}$ and $\mathbf{v}$ in the space–time weak formulation. Then, imposing temporal modes to be the same for displacement and velocity fields (as done in (68)) appears

\[
\begin{align*}
\mathbf{u}(x, t) &= \Phi(x) \otimes \Psi(t) : \mathbf{u}_m \\
\mathbf{v}(x, t) &= \Phi(x) \otimes \Psi(t) : \mathbf{v}_m
\end{align*}
\]
reaching convergence, that is

We recall that space vectors are normalized in Frobenius norm, be-
tion rank. For MF-PGD, the criterium is applied to
two successive fixed point iterates and
these minimization problems leads to the definition of two prob-
lems, one in space and an other in time, that are non-linear and
coupled. Then, a fixed point strategy is classicaly used to solve this

and in time, until some convergence criterium is reached (see

5.2.4. Influence of algorithms parameters

The PGD and MF-PGD are defined as solutions of minimization
problems. Minimization is alternatively performed as regard to spa-
tial and temporal modes. Stationnary conditions associated with
these minimization problems leads to the definition of two prob-
lems, one in space and an other in time, that are non-linear and
coupled. Then, a fixed point strategy is classicaly used to solve this
problem. It consists of alternatively solving the problem in space
and in time, until some convergence criterium is reached (see B).

Thus progressive and optimal PGDs algorithms depend on some
numerical parameters that pilot convergence of this fixed point
loop, performed each times a new space–time mode is calculated.
These parameters are:

- \( k_{\text{max}} \) the maximum number of fixed point iterations,
- and \( \gamma_{\text{stop}} \) the convergence criterium.

For PGD, convergence of the fixed point problem is reached as soon
as \( \| W_{m_k} - W_{m_{k-1}} \|_2 \) is smaller than \( \gamma_{\text{stop}} \), where \( k \) and \( k-1 \) denote
two successive fixed point iterates and \( m \) is the current decomposi-
tion rank. For MF-PGD, the criterium is applied to \( W_{lm} \) and \( W_{sm} \).
We recall that space vectors are normalized in Frobenius norm, be-
fore verification of fixed point convergence.

In Tables 5 and 6, we can observe the number of space–time
modes necessary to reach a given relative residual gets smaller
when \( k_{\text{max}} \) (the maximum number of fixed point iterations) in-
creases. For all test cases, for all time schemes and for both PGD
and MF-PGD algorithms, decomposition calculated with a maxi-
mum of ten fixed point iterations (\( k_{\text{max}} = 10 \)) is closed to the fully
converged decomposition. Moreover, convergence criterium
\( \gamma_{\text{stop}} \) has a small influence on decomposition. Indeed, as shown in
Table 8, with a small value of \( \gamma_{\text{stop}} \), say \( 10^{-1} \), the fully converged
decomposition is closed to the one obtained with \( \gamma_{\text{stop}} = 10^{-6} \).

Thus, one can conclude that PGD and MF-PGD algorithms exhibit
small dependency as regards to fixed point parameters. A rela-
tively small number of fixed point iterations is needed and very
small convergence criterium can be used for computation of each
new space–time mode.

In the following, all decompositions are calculated with param-
eters \( k_{\text{max}} = 50 \) and \( \gamma_{\text{stop}} = 10^{-2} \).

5.2.5. Influence of normalization of space–time modes and reordering

In all previous manufactured decompositions, space–time
modes were normalized in norms defined with bilinear operators
of the physical problems. For minimal residual formulations, these
operators are the symmetrized ones and write

\[
N = B : B
\]

for PGD

<table>
<thead>
<tr>
<th>Relative residual</th>
<th>TDG P1–P1 and optimal MF-PGD</th>
<th>Test case</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \Delta x = L/40 )</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( \Delta t = T/80 )</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( k_{\text{max}} )</td>
<td>( k_{\text{max}} )</td>
</tr>
<tr>
<td></td>
<td>1 10 100 1000 ( \infty )</td>
<td>1 10 100 1000 ( \infty )</td>
</tr>
<tr>
<td>( 10^{-3} )</td>
<td>42 15 15 15 15</td>
<td>17 17 17 25 11</td>
</tr>
<tr>
<td>( 10^{-5} )</td>
<td>53 23 23 23 23</td>
<td>42 42 42 96 51</td>
</tr>
<tr>
<td>( 10^{-7} )</td>
<td>63 29 29 29 29</td>
<td>47 47 47 140 78</td>
</tr>
</tbody>
</table>

Table 7
Influence of discretization and maximum number of fixed point iterations \( k_{\text{max}} \), in MF-PGD optimal algorithm. Decomposition rank is given in function of relative residual \( r_{\text{rel-PGD}} \). The convergence criterium is set to \( \gamma_{\text{stop}} = 10^{-6} \).

<table>
<thead>
<tr>
<th>Relative residual</th>
<th>Optimal PGD</th>
<th>TDG P2</th>
<th>Optimal MF-PGD</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Newmark</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>( \log_{10}(\gamma_{\text{stop}}) )</td>
<td>( \log_{10}(\gamma_{\text{stop}}) )</td>
<td>( \log_{10}(\gamma_{\text{stop}}) )</td>
</tr>
<tr>
<td></td>
<td>( -1 )</td>
<td>( -2 )</td>
<td>( -3 )</td>
</tr>
<tr>
<td>( 10^{-3} )</td>
<td>26 21 23</td>
<td>28 24 23</td>
<td>18 16 16</td>
</tr>
<tr>
<td>( 10^{-5} )</td>
<td>45 44 40</td>
<td>40 34 36</td>
<td>23 21 21</td>
</tr>
<tr>
<td>( 10^{-7} )</td>
<td>50 50 46</td>
<td>51 42 44</td>
<td>27 25 24</td>
</tr>
<tr>
<td>( 10^{-3} )</td>
<td>25 20 20</td>
<td>20 24 32</td>
<td>13 13 13</td>
</tr>
<tr>
<td>( 10^{-5} )</td>
<td>44 40 40</td>
<td>40 34 33</td>
<td>18 16 16</td>
</tr>
<tr>
<td>( 10^{-7} )</td>
<td>53 45 43</td>
<td>43 52 40</td>
<td>24 20 20</td>
</tr>
<tr>
<td>( 10^{-3} )</td>
<td>23 30 22</td>
<td>26 50 43</td>
<td>35 33 33</td>
</tr>
<tr>
<td>( 10^{-5} )</td>
<td>45 44 47</td>
<td>44 63 49</td>
<td>26 25 25</td>
</tr>
<tr>
<td>( 10^{-7} )</td>
<td>53 56 51</td>
<td>54 69 49</td>
<td>30 28 28</td>
</tr>
<tr>
<td>( 10^{-3} )</td>
<td>41 47 40</td>
<td>40 44 37</td>
<td>24 21 18</td>
</tr>
<tr>
<td>( 10^{-5} )</td>
<td>51 49 47</td>
<td>47 52 44</td>
<td>26 25 21</td>
</tr>
<tr>
<td>( 10^{-7} )</td>
<td>59 55 53</td>
<td>53 63 51</td>
<td>31 28 25</td>
</tr>
</tbody>
</table>

Table 8
Influence of convergence criterium \( \gamma_{\text{stop}} \), in optimal algorithms. Decomposition rank is given in function of relative residual \( r_{\text{rel-PGD}} \) or \( r_{\text{rel-MF-PGD}} \). Fixed point process iterates until reaching convergence, that is \( k_{\text{max}} = \infty \).
similar space–time modes are found in the decomposition (see Figs. 5 and 6). It exhibits the fact that contribuant space–time modes (in Frobenius norm) are calculated after less abrupt falls (see Algorithm 3 of Appendix A). Without reordering, convergence of decomposition in relative errors is characterized by a succession of stagnation steps and comparison with SVD of the discrete displacement field. To characterize it:

\[ e_{\text{disc}}(\mathbf{Y}) = \frac{||\mathbf{Y}^n - \mathbf{Y}||_2}{||\mathbf{Y}||_2} \]

with \( \mathbf{Y}^n \) denotes the discrete space–time problem solution and \( \mathbf{Y} \) its decomposition.

Without reordering, convergence of decomposition in relative errors is characterized by a succession of stagnation steps and abrupt falls (see Figs. 5 and 6). It exhibits the fact that contribuant space–time modes (in Frobenius norm) are calculated after less abrupt contribuant modes. Indeed, looking at separation values associated with each space–time mode, we observe there are not sorted in decreasing order (see Fig. 7).

Then, we can reordonnate decompositions in function of separation values. By this way, we can gather space–time modes associated with convergence falls, together at the beginning of the decomposition, and shift modes associated with stagnation steps at the end of the decomposition (see Figs. 5 and 6).

We also compare convergence of PGD and MF-PGD with SVD of the discrete space–time solutions (see Figs. 5 and Fig. 6). SVD gives the optimal decomposition if we evaluate convergence of error in Frobenius norm. We observe that PGD calculated with optimal algorithms give a good approximation of SVD: the first separation values of analytical functions. Starting from the strong problem formulation (see Eqs. (5)) and using Laplace transform, we easily show that the exact analytical solution is given by:

\[ u_{\text{exact}}(x, t) = \sum_{k=0}^{n} \left( u^d \left( t - \frac{x + 2Lk}{c} \right) - u^d \left( t + \frac{x - 2L(k + 1)}{c} \right) \right) \]

where \( c = \sqrt{E/\rho} \) is the waves velocity and \( n \) is the lower integer part of \((cT - x)/(2L)\).

Consider now a weak formulation (in space or space–time). In order to compute a solution, we use approximations in space and time. These approximations are a first source of error that we call discretization error. We use the following error indicator to characterize it:

\[ e_{\text{disc}}(\mathbf{Y}) = \frac{||\mathbf{Y}^n - \mathbf{Y}||_2}{||\mathbf{Y}||_2} \]

where \( \mathbf{Y}^n \) denotes the discrete solution of the space–time problem and \( \mathbf{Y} \) is related to discretization parameters in space and time, that is \( \mathbf{Y} = (\Delta x, \Delta t) \). Convergence order of discretization error is related to the chosen approximation spaces. Since we use piecewise linear finite elements in space, we have a quadratic rate of convergence of the spatial discretization. Concerning temporal discretization, Newmark (with \( \beta = 0.25, \gamma = 0.5 \)) and TG P1–P1 schemes give quadratic rate of convergence whereas TDG P2 and TDG P1–P1 schemes are third order accurate (see [24,41,26]). However, in this study we evaluate space–time rate of convergence, that is \( (\Delta x, \Delta t) \)
are decrease at the same time. Then, space–time accuracy order is a combinaison of accuracy orders in space and time.

In this paper, we use PGD methods in order to solve the space–time problem at low computational costs. The obtained solution is given in a separated representation. It is expressed, after spatial and temporal approximations, as a linear combinaison of $m$ tenso-rial products of space and time vectors. We denote this solution by $Y_m$. It would be exactly the discrete space–time solution if $m = 1$.

Here, due to the fact we use a finite number of tensorial products, an other error is committed. We call it decomposition error and we evaluate it as:

$$e_{h}^{\text{ROM}}(Y) = \frac{\|Y - Y_m\|_2}{\|Y\|_2}$$

with $\text{ROM} = \text{PGD, MF-PGD}$.

Then, if we look at the total error committed with the PGD methods, we should consider both discretization and decomposition errors. We characterize the total error with the following indicator:

$$e_{\text{TOT}}(Y) = \frac{\|Y - Y_m\|_2}{\|Y\|_2}$$

Finally, it is interesting to compute SVD of the exact analytical solution. This decomposition is denoted by $Y_m$ and is, to our sens, the best space–time decomposition we could obtained. Then, difference between $Y$ and $Y_m$ exhibits error due to space–time decomposition. We call this error the exact error and express it thanks to the following error indicator:

$$e_{\text{EXACT}}(Y) = \frac{\|Y - Y_m\|_2}{\|Y\|_2}$$

Links between all mentioned error indicators are illustrated on Fig. 8.

In this subsection, we compute all error indicators with displacement fields $u, u^{h}, u^{h}_m$ and $u_m$. The obtained convergence curves are displayed in function of decomposition rank $m$ on Fig. 9, for different discretizations.

Here, we clearly exhibit importance of the temporal approximations for the space–time proper generalized decomposition of the elastodynamic problem. Indeed, the total error committed with PGD methods will never be lower than the discretization error\(^4\) (compare blue curves and discontinuous magenta curves in Fig. 9). Then, it is unnecessary to try to compute a PGD with a bad time integration scheme. And a PGD should be performed with the best available temporal approximations. As an example, one can compare discretization errors obtained with Newmark scheme, TDG P2, TG P1–P1 and TDG P1–P1 methods on Fig. 9: looking at blue curves, we see that Newmark scheme gives a discretization error one order bigger than other methods, at fixed discretization.

We can also notice that, whatever the temporal approximation is, all decompositions tend to the SVD of the analytical solution as

\(^4\) In fact, we observe on Fig. 9 that the total error can be a little smaller than discretization error. This is due to the fact that high frequency perturbations (that are non physical and due to temporal approximations) are shifted at the end of the decomposition.
discretization gets finer (compare red curve and all discontinuous magenta curves on Fig. 9).

Finally, we see an harmful effect of discretization on the convergence of PGDs (or MF-PGDs). If we look at the decomposition errors on Fig. 9 (black curves), we observe that the step at the end of the decomposition (and associated with non-contribuant space–time modes), increases as the discretization gets finer. In this study, all calculations were performed until the relative residual reaches $10^{-7}$ (see Fig. 10). So, this means that finding the optimal decomposition by minimizing the residual does not give the optimal decomposition that minimizes the error measured in the Frobenius norm. And the distance between these two decompositions gets bigger as discretization gets finer.

Fig. 7. First ninth space–time modes of the discrete displacement field, for TDG P1–P1 scheme, calculated with optimal MF-PGD without and with reordering in Frobenius norm, and SVD.

Fig. 8. Illustration of error indicators.
Then, it exhibits two facts: first, PGD methods should be used in
conjunction with efficient error estimators, as done in [6,33], and sec-
ond we need an efficient algorithm for PGD calculation that can
break dependency of the proposed algorithms to discretization.

6. Conclusions and perspectives

We propose a general strategy, based on tensorial formalism,
for the resolution of second order hyperbolic equations with PGD
methods. In particular, we show there is no need for special procedure in order to imposed Neumann or Dirichlet conditions (and notably, initial conditions in displacement and velocity), since they can be directly introduced in the right hand side of the space–time problem.

In order to use recent time integration schemes, we introduce a new PGD method for the resolution of multi-field problems. This multi-field PGD (MF-PGD) takes advantage of monolithic approaches while allowing the use of different approximations in space and time for each field. It converges far better than PGD applied to the multi-field problem recast as a single field one using state vector in space.

Numerical results highlight importance of temporal approximations for PGD of elastodynamic problems. It appears to be unnecessary to try to calculate a PGD with inaccurate time schemes. Indeed, PGD methods commit errors due to discretization and decomposition. Then, even if the decomposition error is very small, the total error cannot be lower than the discretization one. This is reinforced by the fact we observe an harmful effect of discretization on the convergence of PGDs to the optimal decomposition given by SVD.

Different definitions of PGD (and MF-PGD) are investigated. Galerkin based PGDs appears to not converge for the second order hyperbolic problem we have treated. On the contrary, minimal residual PGD converges for all temporal approximations we have compared and all test cases. Also, we evaluate convergence of progresive and optimal implementations of PGD (and MF-PGD). Our optimal implementation a priori gives a decomposition closed to SVD of space–time solutions. But this algorithm is still computationally not optimal.

Then, future works will focus on definition of PGD algorithms that can track optimal decomposition with a reasonable algorithmic complexity. Krylov subspace type solvers have been proposed in [44] but they are applicable only when space–time bilinear operator has a rank one decomposition. Finally, one can probably takes advantage of multi-scale methods in order to break discretization dependency of PGD algorithms for hyperbolic type equations.
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Appendix A. Multilinear algebra definitions

Since the strategy proposed in this paper for identification of space–time operators is strongly related to tensorial formalism, we give here some details about multilinear algebra notations and definitions we use.

We adopt the underline convention to denote tensors. That is the number of underlines relates to the tensor order. For example, $A$ denotes a first order tensor, $A$ a second order tensor, et cetera. Tensorial products are denoted with “$\otimes$” and dot convention is used for contracted product. The following definitions are extracted from classical multilinear algebra textbooks, and we refer to [37,28] for more details.

We consider fourth-order tensor as linear mapping between second-order tensors:

$$ (A \otimes B) : C = D \iff \sum_{j,l} A_{jl} B_{sl} C_{jl} = D_{lk} $$

(A.1)

$$ C : (A \otimes B) = D \iff \sum_{k,j} C_{kj} A_{jk} B_{kl} = D_{jl} $$

(A.2)

The two times contracted product “:” between second or fourth order tensors is defined as:

$$ A : B = \sum_{i,j} A_{ij} B_{ij} $$

(A.3)

$$ (A \otimes B) : (C \otimes D) = (A \cdot C) \otimes (B \cdot D) $$

(A.4)

We also use transpose and inverse operations for fourth order tensors:

$$ (A \otimes B)^T = A^T \otimes B^T $$

(A.5)

$$ (A \otimes B)^{-1} = A^{-1} \otimes B^{-1} $$

(A.6)

Implementation of mappings (A.1) and (A.2) can be done using matrix–vector algebra. To this end, we denote by $[a \ b \ c \ d]$ a matrix and $[a]$ a vector; one can use the following matrix implementation for fourth order tensor, and vector implementation for second order tensor:

$$ A \otimes B = \begin{bmatrix} B_{11} A & \cdots & B_{1n} A \\ \vdots & \ddots & \vdots \\ B_{m1} A & \cdots & B_{mn} A \end{bmatrix} \quad \text{and} \quad a \otimes b = \begin{bmatrix} b_1 a \\ \vdots \\ b_n a \end{bmatrix} $$

(A.7)

This implementation slightly differs from the classical one using Kronecker product [51]. But it is more appropriate in order to construct space–time decomposition of elastodynamic problem formulated using spatial weak form and integration schemes based on finite difference formulas. For example, mapping (A.1) can be equivalently recasted as a linear system of equations as:

$$ (A \otimes B) : (a \otimes b) = c \otimes d \iff \begin{bmatrix} (B_{11} A) \cdot (b_1 a) + \cdots + (B_{1n} A) \cdot (b_n a) \\ \vdots \\ (B_{m1} A) \cdot (b_1 a) + \cdots + (B_{mn} A) \cdot (b_n a) \end{bmatrix} = d_1 c $$

(A.8)

Finally, we define sixth–order tensor as linear mapping between third-order tensor. This enables the use of fourth–order and second–order tensors in conjunction with matrix–vector algebra. We thus introduce the three times contracted product “$\otimes$” and define the left and right mappings as:

$$ (A \otimes B) : C = D \iff \sum_{j,k,l} A_{ijk} B_{jkl} C_{jlm} = D_{jkm} $$

(A.9)

$$ C : (A \otimes B) = D \iff \sum_{j,k,l} C_{jkm} A_{ijk} B_{klm} = D_{jln} $$

(A.10)

Definitions for the three times contracted product between third or sixth order tensors are given by:

$$ A \otimes B = \sum_{i,j,k} A_{ijk} B_{jkl} $$

(A.11)

$$ (A \otimes B) : (C \otimes D) = (A : C) \otimes (B : D) $$

(A.12)

Notice that a matrix can be identified with a second–order tensor, and a vector with a first–order tensor. Also, one can use the following implementation for sixth–order tensor and third–order tensor:

$$ A \otimes \begin{bmatrix} 1 & 0 \\ 0 & 0 \end{bmatrix} \equiv \begin{bmatrix} A & 0 \\ 0 & 0 \end{bmatrix}, \quad \text{and} \quad A \otimes \begin{bmatrix} 1 \\ 0 \end{bmatrix} = \begin{bmatrix} A \\ 0 \end{bmatrix} $$

(A.13)
Then, using (A.13) and (A.9) one can easily demonstrates the following property:

\[
\begin{bmatrix}
A_{11} & A_{12} \\
A_{21} & A_{22}
\end{bmatrix}
: \begin{bmatrix}
B_{11} \\
B_{21}
\end{bmatrix}
\quad \iff \quad \begin{bmatrix}
C_1 \\
C_2
\end{bmatrix}
\iff \begin{bmatrix}
A_{11} \cdot B_{11} + A_{12} \cdot B_{21} = C_1 \\
A_{21} \cdot B_{11} + A_{22} \cdot B_{21} = C_2
\end{bmatrix}
\]

(A.14)

This property is useful to build the space–time separated representation of multi-field formulations.

**Appendix B. PGD and MF-PGD algorithms: implementation details**

In this appendix, we give implementation details related to PGDs algorithms.

Since multi-field PGD is simply an extension to classical one-field PGD, we can use multi-field algorithms applied to a single field problem in order to compute PGD of one field problem. Indeed, writing MF-PGD definitions for a single field problem leads to the classical single field definitions of PGD.

### B.1. Symmetrization

In practice, minimal residual and Galerkin based PGDs are implemented with the same algorithms. Indeed, minimal residual PGD is equivalent to Galerkin based PGD defined with the symmetrized problem. Operators of the symmetrized problem are obtained by preconditioning the operators of the reference problem with the adjoint operator [4]. In the multi-field case, this writes:

\[
[B_{ym}^{1m}] = \begin{bmatrix}
B_{11}^{ym} & B_{12}^{ym} \\
B_{21}^{ym} & B_{22}^{ym}
\end{bmatrix} = \begin{bmatrix}
B_{11} & B_{12} \\
B_{21} & B_{22}
\end{bmatrix} \cdot \begin{bmatrix}
B_{11}^{ym} & B_{12}^{ym} \\
B_{21}^{ym} & B_{22}^{ym}
\end{bmatrix}
\]

and

\[
[L_{ym}^{1m}] = \begin{bmatrix}
L_{11}^{ym} & L_{12}^{ym} \\
L_{21}^{ym} & L_{22}^{ym}
\end{bmatrix} = \begin{bmatrix}
L_{11} & L_{12} \\
L_{21} & L_{22}
\end{bmatrix} \cdot \begin{bmatrix}
L_{11}^{ym} & L_{12}^{ym} \\
L_{21}^{ym} & L_{22}^{ym}
\end{bmatrix}
\]

In the following, we implicitly refer to the operators of the symmetrized problem for the construction of the minimal residual formulation of the MF-PGD.

### B.2. Progressive algorithm

In order to express the two stationary conditions associated with the minimization problem (59a), we introduce the following mappings:

\[
S_m : \begin{bmatrix}
\Delta_{i1} \\
\Delta_{i2}
\end{bmatrix} \iff \begin{bmatrix}
\bar{W}_{1m} \\
\bar{W}_{2m}
\end{bmatrix} = S_m \left( \begin{bmatrix}
\Delta_{i1} \\
\Delta_{i2}
\end{bmatrix} \right) \iff \begin{bmatrix}
S_{i1} \\
S_{i2}
\end{bmatrix} = S_m \left( \begin{bmatrix}
W_{1m} \\
W_{2m}
\end{bmatrix} \right)
\]

\[
T_m : \begin{bmatrix}
\bar{W}_{1m} \\
\bar{W}_{2m}
\end{bmatrix} \iff \begin{bmatrix}
\Delta_{i1} \\
\Delta_{i2}
\end{bmatrix} = T_m \left( \begin{bmatrix}
\bar{W}_{1m} \\
\bar{W}_{2m}
\end{bmatrix} \right) \iff \begin{bmatrix}
T_{i1} \\
T_{i2}
\end{bmatrix} = T_m \left( \begin{bmatrix}
W_{1m} \\
W_{2m}
\end{bmatrix} \right)
\]

\[
F_{mi}^{nm} = \sum_{j=1}^{n} \left( A_{mi} \cdot L_{jm}^{1m} \cdot L_{jm}^{2m} \right)
\]

with the following implementations

\[
S_{nm} = \sum_{k=1}^{n} \left( \Delta_{mk} \cdot B_{nm}^{1k} \cdot \Delta_{nk} \cdot B_{nm}^{2k} \right)
\]

\[
T_{nm}^{1m} = \sum_{k=1}^{n} \left( W_{mi} \cdot B_{nm}^{1k} \cdot W_{nj} \right) B_{nm}^{2k}
\]

and

\[
F_{nm}^{s} = \sum_{k=1}^{n} \left( A_{mi} \cdot L_{jk}^{1k} \cdot L_{jk}^{2k} \right)
\]

Finally, using the following property of mapping (B.1),

\[
\alpha_m \begin{bmatrix}
W_{1m} \\
W_{2m}
\end{bmatrix} = S_m \left( T_m \left( \begin{bmatrix}
W_{1m} \\
W_{2m}
\end{bmatrix} \right) / \alpha_m \right) \iff \begin{bmatrix}
W_{1m} \\
W_{2m}
\end{bmatrix} = S_m \left( T_m \left( \begin{bmatrix}
W_{1m} \\
W_{2m}
\end{bmatrix} \right) \right) / \alpha_m
\]

it is easy to demonstrate that the progressive definition of the multi-field PGD (Eq. (59)) is equivalent to the following fixed point problem:

\[
\begin{bmatrix}
W_{1m} \\
W_{2m}
\end{bmatrix} = S_m \left( T_m \left( \begin{bmatrix}
W_{1m} \\
W_{2m}
\end{bmatrix} \right) \right) / \alpha_m
\]

This naturally leads to Algorithm 1 for the computation of the progressive multi-field PGD.

**Algorithm 1. Progressive MF-PGD**

1. for \( m = 1 \) to \( m_{\text{max}} \) do
2. Initialize \( \begin{bmatrix}
\Delta_{1m} \\
\Delta_{2m}
\end{bmatrix} \)
3. fork = 1 to \( k_{\text{max}} \) do
4. \( \begin{bmatrix}
W_{1m} \\
W_{2m}
\end{bmatrix} = S_m \left( \begin{bmatrix}
\Delta_{1m} \\
\Delta_{2m}
\end{bmatrix} \right) \)
5. \( \begin{bmatrix}
W_{1m} \\
W_{2m}
\end{bmatrix} = W_{1m} / \| W_{1m} \|_2 \)
6. \( \begin{bmatrix}
W_{1m} \\
W_{2m}
\end{bmatrix} = W_{2m} / \| W_{2m} \|_2 \)
7. \( \begin{bmatrix}
\Delta_{1m} \\
\Delta_{2m}
\end{bmatrix} = T_m \left( \begin{bmatrix}
W_{1m} \\
W_{2m}
\end{bmatrix} \right) \)
8. Check convergence of \( W_{1m} \) and \( W_{2m} \)
9. end for
10. \( \alpha_m = \left\| \begin{bmatrix}
W_{1m} \\
W_{2m}
\end{bmatrix} \right\|_W \)
11. \( \begin{bmatrix}
\Delta_{1m} \\
\Delta_{2m}
\end{bmatrix} = \begin{bmatrix}
\Delta_{1m} \\
\Delta_{2m}
\end{bmatrix} / \alpha_m \)
12. end for
B.3. Optimal algorithm

Using mappings $S_m$ and $T_m$, it is easy to show that the two stationary conditions associated with the minimization problem (60a) are given by:

\[
\begin{align*}
\mathbf{z}_i \left[ \mathbf{W}_{i1} \right] & = S_m \left( \left[ \Delta_{i1} \right] \right) \quad (B.6a) \\
\mathbf{z}_i \left[ \Delta_{i1} \right] & = T_m \left( \left[ \mathbf{W}_{i1} \mathbf{W}_{i2} \right] \right) \quad (B.6b)
\end{align*}
\]

\[
\forall i = 1, \ldots, m
\]

Thanks to property (B.5), the optimal definition of the MF-PGD (Eq. (60)) is equivalent to the following fixed point problem:

\[
\begin{align*}
\left[ \mathbf{W}_{i1} \right] & = S_m \left( T_m \left( \left[ \mathbf{W}_{i1} \mathbf{W}_{i2} \right] \right) \right) \quad (B.7a) \\
\left[ \Delta_{i1} \right] & = T_m \left( \left[ \mathbf{W}_{i1} \mathbf{W}_{i2} \right] \right) \quad (B.7b) \\
\mathbf{z}_i & = \left[ \mathbf{W}_{i1} \right] \otimes T_m \left( \left[ \mathbf{W}_{i1} \mathbf{W}_{i2} \right] \right) \quad (B.7c)
\end{align*}
\]

\[
\forall i = 1, \ldots, m
\]

Our strategy for the resolution of the fixed point problem (B.7a) can be viewed as a Gauss–Seidel type substitution method. In order to limit algorithmic complexity, we proceed progressively. At a given rank $m$, we suppose that a decomposition of rank $m - 1$ has been calculated. Then, we accurately resolve the fixed point problem associated with the new space–time mode of rank $m$, and we finally update the remainder modes by performing only one iteration of their associated fixed point problem. This leads to Algorithm 2.

Algorithm 2. Optimal MF-PGD

1: **form** 1 to $m_{\text{max}}$ **do**
2: Perform steps 2 to 11 of Algorithm 1
3: **for** $i = 1$ to $m_{\text{do}}$
4: \[
\left[ \mathbf{W}_{i1} \right] = S_m \left( \left[ \Delta_{i1} \right] \right)
\]
5: \[
\mathbf{W}_{i1} = \mathbf{W}_{i1} / \left| \mathbf{W}_{i1} \right|_2
\]
6: \[
\mathbf{W}_{i2} = \mathbf{W}_{i2} / \left| \mathbf{W}_{i2} \right|_2
\]
7: \[
\left[ \Delta_{i1} \right] = T_m \left( \left[ \mathbf{W}_{i1} \mathbf{W}_{i2} \right] \right)
\]
8: \[
\mathbf{z}_i = \left[ \mathbf{W}_{i1} \right] \otimes \left[ \Delta_{i1} \right] / \left| \mathbf{z}_i \right|
\]
9: \[
\left[ \Delta_{i2} \right] = \left[ \Delta_{i1} \right] / \left| \mathbf{z}_i \right|
\]
10: **end**
11: **end**

One should notice that in the proposed algorithm, the number of spatial and temporal problems, necessary to compute the decomposition of rank $m$, increases with $O(m^2)$. Then, this algorithm is computationally inefficient in terms of CPU time, as soon as the decomposition rank $m$ is to big. However, the convergence of the calculated decomposition, in the frobenius norm, is closed to the optimal decomposition obtained with SVD, and then the proposed algorithm can be used to a priori compute an optimal decomposition, at less cost than subspace iteration type algorithm [44].

B.4. Reordering

For decomposition reordering, we use the following algorithm.

Algorithm 3. Reordering MF-PGD

1: **Give** $N$
2: Perform Algorithms 1 or 2
3: **Rearrange** \[
\left[ \mathbf{z}_i \right]_{1 \ldots m_{\text{max}}}
\]
4: **Rearrange** \[
\left[ \mathbf{W}_{i1} \right] \otimes \left[ \Delta_{i1} \right]_{1 \ldots m_{\text{max}}}
\]
in function of \[
\left[ \mathbf{z}_i \right]_{1 \ldots m_{\text{max}}}
\]
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