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Abstract — Throughout this article, we present the principles of a semantic annotation using 3D model as a support to transfer the semantic layers to images. The approach could be used as an essential tool for the documentation of buildings of historical importance. Our research focuses on the analysis and the implementation of tools and techniques for semantic annotation of photo, on its storage and retrieval from a database and on the manipulation of information in a real-time 3D scene. Our approach, divided into three connected steps (semantic annotation of 3D model, spatial referencing of image and semantic annotation of image using 3D object’s silhouette projection), has been finalized and tested on different archaeological sites. We have used these principles to develop an implementation model of a management and consultation system for data gathered from the Internet.

Index Terms—Semantic annotation, Spatial referencing, 3D, Historic architecture

I. INTRODUCTION

In the domain of architectural survey, one of the most important data type is 2D visual information such as photo, drawing, painting or sketch including synthesis image created by computer or other recent technologies. When studying archaeological sites, the researcher generally collects a large amount of images. All of this information has been collected for research, references and will be used as data for future preservation or renovation in the future.

If one needs to recover specific information from a database, the efficiency of access, the rapidity of search and the capacity to sort the most relevant information are essential.

Nowadays, the most common method for architectural image searching uses the name of the object present in the image (e.g. capital, shaft, base, etc.). When the database is interrogated, a comparison is made between the input of the user and the semantic information pre-associated to images (the attributes). However, today, the method of association between semantic attributes and images is not entirely satisfactory. By lacking precision in detail, the image searching today still produces an inexact result or is missing the most accurate response.

In this contribution we present our work and the methodology developed to assist the study of historical buildings and heritage sites. We are therefore proposing a new methodology that has high accuracy in details and precision in information association. This method is able to provide important information that reveals essential to the study and research in the archaeological field.

II. APPROACH OVERVIEW

The semantic annotation of heritage and archaeological images has been receiving more and more attention during the recent years. A more practical way to classify, document and retrieve architectural information of historical site is a real need. Our objective is to explore and correctly use the 2D information for archaeological purposes. In this work, we developed a system to assist archaeologists in the digital classification, management and visualization of historical architecture images linked to existing databases.

Our approach of semantic annotation of images does not aim to create a direct relationship between image and semantics. Instead, we use 3D representation as a support between these two types of information.

Firstly, the 3D model is semantically annotated. The object semantics will be applied on to 3D model by breaking down the structures into their component parts (e.g. capital, shaft, base, etc.) following basic libraries of geometric primitives and associating each element to archaeological and architectural information extracted from existing databases.

Secondly, the relation between 3D model and 2D image is created by using spatial referencing system. This allows us to find the exact (or as close as possible) point of view of the image in 3D space. Different methods can be used in this task; depending on different image points of view, projection and image collecting process.

The last step is the silhouette projection from 3D model to spatial referenced images. As a result, we create semantic annotated vector images as a superimposed layer over the original image.

Because of the spatial referencing, these semantic annotated images will have the same point of view as the original images in the database. The final result of this method is a set of vector images that enclose the semantics of each architectural element in interactive way.

Our goal is also to create a web-based interface and system to retrieve and visualize 2D information based on the information produced by this method. This system can be used...
by general public or serve professional needs such as those of architects and archaeologists.

III. RELATED WORKS

A. Related works on semantic annotation of images

In many field of research, the semantic annotation of images is usually a creation of direct link between visual information and the meaning of the object in the image. We can store this relation into a database under the form of attributes. There are two types of methods to create this process.

The Manual method is the most simple and easiest to understand. Each image can be annotated by using different keywords (semantic) that show the meaning of the object in the image [1]. A connection between the images and key words must be manually preset beforehand. This process requires a manual manage by system administrator [2]-[3]. This method is more suitable for small and static system/database, because it requires a lot of information management done by a person. It is also difficult to update the system.

The Automatic method is a process of element detection in image using only computer algorithm. Normally, this process has two parts: image segmentation and object recognition.

The object class recognition can be achieved using a combination of particular models [4]-[6]. Many authors have considered these two tasks separately. For example [7] and [8] have considered only the segmentation task. Reference [9] shows image regions classification. Images are broken down into figures and background using a conditional random field model. Several authors such as [10] – [12] have considered recognition for multiple object classes. These techniques address image classification and object localization in fairly constrained images.

Our approach for semantic annotation does not aim to create a direct connection between image and semantics. Instead, we use 3D representation as a support between these two types of information. Therefore the semantic annotation of 3D models is also an important filed for our research.

B. Related works on semantic annotation of 3D model

The first example of 3D modeling and semantic classification was presented in [13]. Several researches concentrated on the development of classifications of architectural elements in theoretical frameworks [14] or in applications of the geometrical modeling [15].

Reference [16] presented a methodological approach to the semantic description of architectural elements based on theoretical reflections and research experiences.

In some research, the segmentation could be done automatically to analyze simple constrained object such as the floor or a step [17]. Others propose to process this task in a semi-automatic way, with more complex results [18]. Reference [19] also presented a system of data collection which allows creating semantic annotated 3D representation using open format and open application.

IV. SEMANTIC ANNOTATION OF 3D MODEL

To construct a 3D representation of archaeological site, we employed Time of Flight laser scanners to survey and model some discoveries. The obtained point clouds were registered and meshed to create the 3D models. For some models additional surfaces have been introduced in order to rebuild hidden volumes and clearly separate the different architectural elements. Then our work continued with the segmentation phase and the linking to the database. This operation requires the help and support of archaeological and architectural knowledge to recognize transitions between different elements that constitute the architecture and manually segment it.

Furthermore, the identification of object leads to the semantic classification and object descriptions. The semantic segmentation is done directly on the 3D geometry managing by layers. Additional information such as position and orientation in 3D space are also added to the database. The semantic selecting of each single element depends on archaeological and architectural criteria [16].

I. SPATIAL REFERENCING OF PHOTOGRAPH

Spatial referencing of images is a process that creates a relationship between 2D and 3D information. This process allows us to recreate a virtual camera of 2D image in 3D space. These cameras will imitate the behavior of cameras (in the case of photography) or the artist’s point of view (in the case of painting, drawing or sketch) in the real world.

A. Image referencing methods

We have been able to obtain various types of image data (such as positional, directional and optical data) using two spatial referencing methods. Each image is suitable for different methods depending on the projection of the point of view and the processes of image creation and collection.

1) Manual method

This spatial referencing method is the most straightforward and is the easiest to implement. Various research aims to create a relationship between information presented in 2D and 3D, by approximately finding the point of view of an image by using other image, such as plan or elevation of building, as a support [2]. The position and orientation of a point of view can be represented in form of graphical symbol such as an arrow or a spot [3].

In case of using a 3D representation as a support [20], this method can use the virtual camera's image plane (textured by the image that needs to be referenced) as a reference to manually find the point and angle of view in the 3D model. This process takes more time than using a 2D support, but the result is much more precise and provides more spatial information.

To associate an image to its point of view, this method requires a manual intervention of the system administrator. However, human errors are possible and they reduce the precision of the system.

2) Semi-automatic method

The Semi-automatic spatial referencing method uses a programmed algorithm, called camera calibration, which
refers to the process of using numerical values to establish geometrical and optical parameters of a virtual camera which replicates the point of view of the image into the 3D model [21].

There are several methods to calibrate images. In this presentation we focused on Tsai algorithm [22]. When using this method, 3D points and 2D pixels need to be included to create the image. The Tsai method is using a two-stage calculation technique. First, the position and the orientation of the camera have to be calculated then the internal parameters are established.

There are several methods to calibrate images. In this presentation we focused on Tsai algorithm [22]. When using this method, 3D points and 2D pixels need to be included to create the image. The Tsai method is using a two-stage calculation technique. First, the position and the orientation of the camera have to be calculated then the internal parameters are established.

II. SEMANTIC ANNOTATION OF IMAGES

This task involves the projection of the silhouette of the 3D object onto a spatially referenced 2D image to create a semantic annotated image. The silhouettes are projected in the form of an additional vector layer of the original image (see Fig. 3). Each segment of a vector polygon corresponds to the shape of a 3D object in the scene as seen from the point of view of the image, and contains the same semantic attribute as the 3D element.

This process is entirely automatic and was developed using PHP (Hypertext Preprocessor) and MEL (Maya Embedded Language). The three types of information for this process are collected from the task beforehand: the original image, the camera’s geometrical model (obtained from the spatial referencing) and the object’s identity number and their semantic attributes (from semantic annotation of 3D model).

The geometrical model of the camera in the 3D scene is expressed through the:
- T vector (Tx,Ty,Tz) – the position in space
- R vector (Rx,Ry,Rz) – the orientation in space
- Decimal digital value (FL) – the focal distance

The information is obtained from various spatial referencing methods and is stored in a database as attributes of the images. The images may then be stored in raster format and the 3D model stored in vector format. This set of information is essential for the next task of our work which is the silhouette projection process.

To create the vector image from the 3D scene, we decided to use the vector rendering from a programmable 3D application (Maya). We developed a MEL script to automatically batch render cameras in the 3D scene. This script allows us to easily project the 3D object's silhouette onto the entire image in the database.

To communicate the data describing the geometrical model of the camera between the database and the 3D application, we use an editable text file as a support for data transfer. This file is created by a PHP page that is accessible only by the system administrator. The Maya script can read this external file and use its data to create virtual cameras in the 3D scene that mimic the behavior of the cameras in the real world.

After all the virtual cameras are created, the 3D application will retrieve the 3D objects from the object list into the database.

The batch rendering process produces a SVG (scalable
vector graphics) image file for each camera in the scene. The rendering is parameterized to calculate only the silhouettes of the object in the scene (including intersection edges) and ignore the others 3D polygon edges.

Each polygon segment is attached the object identity number and its semantic tag corresponds to its 3D counterpart. The commands in PHP page break down, restructure and edit the SVG image based on the information from archeological database.

The next process is an addition of interaction to the image using Javascript. The results of this process are interactive images that react to the user’s mouse actions. The different polygons are colorized when the mouse rolls over them while text below the image also indicate the corresponded semantic of the active object. The tab below the image can be used for choosing between different renderings of the image such as colorized polygon, wire frame and raster image.

The area of each element present in the image is calculated using the position of the polygon vertices. This information can be useful in further development. For example, we can use this percentage as criteria for image searching or use for sorting selected information.

The SVG interactive image is a hybrid representation that combines three different types of information: 2D image, 3D object and semantics. These representations allow us to view information in a new way. The information visualization using this method can be applied to systems designed to assist the archaeologists and the general public by allow them to understand the semantics of the architectural elements, their morphology, their textures etc.

**V. INFORMATION VISUALIZATION**

Our goal for this research is not only to create a semantic annotation system, but also to create a tool that allows us to take profit from the result of our method of semantic annotation. This tool allows users to navigate in real-time 3D and to observe a 3D model of the monument. At any moment, the system user can formulate image queries using the semantics of the object in the 3D scene as criteria.

After receiving the user’s query, the system will produce a set of image that correspond the criteria. The user can then select an image that best corresponds to his need.

We are also suggesting another method to visualize the selected image information in the 3D space. This method allows the user to display the relation between 2D and 3D information in real-time interactive scene.

### A. Image searching based on semantics

The image searching based on the semantics of an object is the main goal of our research. This function is a method of visualizing image information related to metric information in multi-media and the semantics of objects. It allows the user to select the semantics of architectural elements and launch requests to the database to find the images corresponding to the selected criteria.

For this function, the system automatically retrieves every available semantic in the database that corresponds to the selected project and creates a list for user to choose. One can also control the precision of image detection by giving the limit of the area representing the object in the image. Multiple selections can also be used. and the user can filter either including all the selected criteria or images that have at least one selected semantic ("and" and “or” in logic).

After the query formulation, the system will find into the database the images corresponding to the selected criteria and copy each selected vector image (SVG) to a set of temporally image files. These temporally images will be automatically edited. The polygons that have semantic attribute corresponding to the selected semantic will be colored. This function allows the user to know the position of selected objects in the image. The resulting images are sorted according to the area of the object that has the corresponding attributes, then displayed in user interface.

### B. Searching an image point of view into the 3D scene

This function is used to find the position in 3D space of the point of view of a selected image. It allows the user to understand the relation between the selected image (2D information) and the 3D model.

The dialogue between the database and the 3D scene is used to search the point of view of the image. The camera data of
the selected image is then used to reproduce the parameters of the virtual camera in 3D space. The geometrical information concerning the camera (position, orientation and focal length) is transmitted through a program function which calculates the interpolation between them and the current position and the orientation of the navigation camera, as well as other values related to the selected image.

After the interpolation of the camera is finished, the system automatically displays a 2D plan in front of the navigation camera. The 2D plan is textured by the selected image and is posed on the 3D scene, exactly on the spot from where the real world photo was taken.

VI. CONCLUSION

Through our report we aim to design and develop a system of semantic annotation of images based on spatial referencing. In the same time we attempt to create a relationship between the three-dimensional information (3D model), the two-dimensional information (graphic documentary source) and the semantics of the architectural object.

This allows the evaluation at various levels of precision which we can obtain by superimposing visual 2D elements onto 3D scenes. The semantic annotation process is created by the projection of a semantic layer, based upon the silhouette of the 3D object, onto an image.

The level of precision of the correspondence between the semantically annotated polygon and original image depends on the accuracy of the spatial referencing process. The detail of semantic annotation is depending on the structure of the 3D decomposition and segmentation. However, the 3D decomposition can be redone or edited in case we desire to add more detail in the structure.

The system of information retrieval and visualization based on new information produced by our method of semantic annotation had been developed. Our system contains functionalities which can be used directly on the Web. This provides the possibility of a wide utilization of the system and makes the information accessibility possible for the general public as well as for professionals.
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