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Abstract

A physically based elasto-visco-plastic constitutive model is presented and compared to experimental results for three different mild steels. The experiments consist of tensile tests ranging from quasi-static conditions up to strain rates of $10^3 \text{s}^{-1}$ as well as quasi-static simple and reverse shear tests at different amounts of pre-strain. Additional two-step sequential mechanical tests (Bauschinger and orthogonal effects) have been performed to further evaluate the ability of the model to describe strain-path changes at moderate/large strains. The model requires significantly fewer material parameters compared to other visco-plasticity models from the literature, while being able to describe some of the main features of the strain-rate sensitivity of mild steels. Accordingly, the parameter identification is simple and intuitive, requiring a relatively small set of experiments. The strain-rate sensitivity modeling is not restricted to a particular hardening law and thus provides a general framework in which advanced hardening equations can be adopted.
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1 Introduction

Increasingly, drastic safety and environmental requirements are acting as a driving force for the optimization of materials for structural components (body in white) for automotive applications. The energy absorbing components of the car body are deformed at relatively low strain rates during press forming. Eventually, they may undergo very high strain rates, along different strain paths, during crash events. Consequently, the accurate prediction of formability and crashworthiness requires constitutive models adequate to a large range of strain rates, including strain histories typical of both forming and crash. Structural automotive parts are usually made of steel sheets, known for their strain-rate sensitivity. As a consequence, considerable research efforts have been dedicated to the development of constitutive models for steels that are applicable in a strain-rate range up to $10^3$ s$^{-1}$, which covers the typical press forming and crash conditions. Following the pioneering work of Fields and Bachofen (1957), and the still popular models of Perzyna (1963) or Johnson and Cook (1983), numerous phenomenological models have been proposed to describe the combined effect of strain, strain rate and temperature on the flow stress evolution as revealed by experiments (Khan and Huang, 1992; Zhao and Gary, 1996; Molinari and Ravichandran, 2005). Concurrently, a class of more physically based models was inspired from the physical deformation mechanisms observed at the dislocation scale (Zerilli and Armstrong, 1987; Rusinek and Klepaczko, 2001; Rusinek et al., 2007; Zhang et al., 2009; see also the review by Liang and Khan, 1999) which are able to describe the response of various metals and alloys up to very large strain rates, including explosive loading (Preston et al., 2003). Most of these models are restricted to isotropic hardening; Uenishi and Teodosiu (2004) proposed a physically based elasto-visco-plastic model incorporating advanced kinematic hardening. These models apparently involve a large number of material parameters. However, most of them are physical parameters that can be determined without performing mechanical tests. Consequently, the number of fitting parameters is generally smaller than for phenomenological models.

The constitutive framework adopted in this contribution falls into the latter category of physically motivated models, based on the thermal activation theory of cold plastic deformation in crystalline metals and alloys (Seeger, 1955). Some of its basic physical considerations are briefly recalled here; for a more detailed presentation see, e.g., (Uenishi and Teodosiu, 2003, 2004; Uenishi et al., 2005). The resolved shear stress $\tau$ induced by dislocation glide on an active slip system is determined by a combination of a threshold stress $\tau_0$ related to lattice friction and solute contents, a “long-range” stress $\tau_p$ generated by extended obstacles, and an effective stress $\tau^*$ required for the dislocation to overcome short-distance obstacles with the help of thermal fluctuations. Under simplifying hypotheses of uniform distribution of identical obstacles and neglecting the possibility of backward jumps (i.e., in the direction opposite to the stress), the slip rate on an active slip system of the crystal can be related to the effective stress by the expression

$$\dot{\gamma} = \rho_m \nu_D b l_F \exp \left( - \frac{\Delta G(\tau^*)}{k_b T} \right),$$

where $T$ is the absolute temperature, $\rho_m$ is the mobile dislocation density, $b$ is the Burgers vector magnitude, $\nu_D$ is the Debye frequency, $k_b$ is the Boltzmann constant, and $l_F$ is the average flight distance between two successive obstacles. The dependency of Gibbs’
activation free energy $\Delta G$ on the effective resolved shear stress $\tau^*$ has been often described using power laws (Kocks et al., 1975), e.g.,

$$\Delta G(\tau^*) = \Delta G_0 \left[1 - \left(\frac{\tau^*}{\tau_0 + \tau_0^*}\right)^p\right]^q,$$

(2)

where $\Delta G_0$ is the average activation free energy required to overcome a local obstacle without applied stress, and $p$ and $q$ are geometric parameters related to the shape of the obstacles. An alternative approach was considered by Sellars and Tegart (1966) and Wong and Jonas (1968), where a simple linear relationship $\Delta G(\tau^*) = \Delta G_0 - \tau^* V^*$ is used while taking into account the possibility of backward jumps, leading to

$$\dot{\gamma} = \dot{\gamma}_0 \sinh \frac{\tau^* V^*}{k_B T},$$

(3)

where $\dot{\gamma}_0 = \rho_n V \rho b l_f \exp(-\Delta G_0 / k_B T)$.

The resolved shear stress during plastic glide has been often expressed by the simple linear combination $\tau = \tau_0 + \tau_\mu + \tau^*$, which has proved useful especially for FCC metals. Based on the analysis of deformation mechanisms at the dislocation scale in BCC metals, Rauch (1994) proposed an interaction between these terms in the form

$$\tau = \tau_0 + \frac{\tau^*}{2} + \sqrt{\tau_\mu^2 + \left(\frac{\tau^*}{2}\right)^2}.$$  

(4)

The starting point for the current work is the one-dimensional model of Allain et al. (2009), which combines Eqs. (1), (3), and (4) in an algebraic model with a strong metallurgical background and has shown a good ability to describe the tensile behavior of a large variety of steels (Allain et al., 2010) over a wide range of strain rates. Here, a three-dimensional incremental extension is proposed, which is suitable for finite element implementation and application to multi-axial loading conditions. The set of equations defining the constitutive model is derived in Section 2. The associated parameters are identified for three mild steels in Section 3 to investigate the accuracy and validity of the model, which is also compared to other recent models from the literature. In Section 4, the model is applied to the finite element simulation of a tensile test, including the early post-necking stage. The last section summarizes the main findings and conclusions.

In the following, vector and tensor variables are denoted by boldface symbols. Components, whenever used, are referred to a Cartesian orthogonal frame. The summation convention over repeated indices of such components is used. Let $\mathbf{A}$, $\mathbf{B}$ denote second-order tensors and $\mathbf{C}$ a fourth-order tensor; the double-contracted tensor products between such tensors are defined as

$$\mathbf{A} : \mathbf{B} = A_{ij} B_{ij}, \quad (\mathbf{C} : \mathbf{A})_{ij} = C_{ijkl} A_{kl}, \quad \mathbf{A} : \mathbf{C} : \mathbf{B} = A_{ij} C_{ijkl} B_{kl}.$$  

(5)
The norm of $A$ is defined as $\|A\| = \sqrt{A : A}$, and its direction, if $A$ is non-zero, as $A/\|A\|$. Note that all second- and fourth-order tensors that enter the modeling described hereafter are supposed fully symmetric.

## 2 Elasto-visco-plastic phenomenological model

In metal forming, the sheet generally undergoes large deformations, and its behavior is described by rate constitutive equations. To achieve frame-invariance of the material response, objective rates must be used. A convenient approach used to ensure material frame-invariance while keeping the constitutive equations simple in form, consists of reformulating these equations in terms of rotation-compensated variables. In the following, the tensor quantities are written in such a convenient rotating frame in which simple material time derivatives can be used in the constitutive equations. The material is initially stress-free (a well-annealed state), undamaged, and homogeneous.

The strain rate tensor $\dot{\varepsilon}$ is decomposed into an elastic part $\dot{\varepsilon}^e$ and a visco-plastic part $\dot{\varepsilon}^{vp}$, and the linear hypoelastic response of the material is expressed as

$$\dot{\sigma} = C : \left( \dot{\varepsilon} - \dot{\varepsilon}^{vp} \right),$$

where $\dot{\sigma}$ is the rate of the Cauchy stress tensor $\sigma$ and $C$ is the fourth-order elasticity tensor. In the case of isotropic linear elasticity, $C = 2G I^e + K I \otimes I$, with $K$ and $G$ being the bulk and shear moduli, respectively. $I$ is the second-order unit tensor, whose components are the Kronecker deltas, i.e., $I_{kl} = \delta_{kl}$, while $I^e_{ijkl}$ is the fourth-order symmetric deviatoric unit tensor, whose components are $I_{ijkl}^e = (1/2)(\delta_{ik}\delta_{jl} + \delta_{il}\delta_{jk}) - (1/3)\delta_{il}\delta_{jk}$.

The flow rule defines the direction of the visco-plastic strain rate as the gradient of a scalar function of the stress tensor components. The equivalent stress $\sigma_{eq}$ is classically used for this purpose. Here, the von Mises equivalent stress is adopted for simplicity

$$\sigma_{eq} = \sqrt{\frac{3}{2} \left( \sigma : \sigma \right) \left( \sigma' : \sigma' \right)},$$

where $\sigma'$ denotes the deviatoric part of the Cauchy stress tensor and the second-order tensor $X$ describes the kinematic hardening. The flow rule can be written as

$$\dot{\varepsilon}^{vp} = \dot{\varepsilon}_{eq}^{vp} V, \quad V = \frac{\partial \sigma_{eq}}{\partial \sigma} = \frac{3}{2} \frac{\sigma' \cdot X}{\sigma_{eq}},$$

where $\dot{\varepsilon}_{eq}^{vp}$ is the equivalent visco-plastic strain rate. Obviously, any other (anisotropic) yield function can be used in Eqs. (7)-(8) without restriction.
A scalar “overstress” describing the increase of stress intensity due to the visco-plastic strain rate is defined by the following relationship, after (Allain et al., 2009)

$$\sigma^* = K^* \sinh^{-1} \left( \frac{\dot{e}_{eq}^p}{\dot{e}^*} \right),$$ (9)

where \( K^* \) and \( \dot{e}^* \) are material parameters. The strain-rate sensitivity affects both the initial yield stress and the (isotropic) hardening term; in the current model, the previously defined overstress is split in two equal contributions, according to Rauch (1994):

$$\sigma_{eq} - \left( \sigma_0 + \frac{\sigma^*}{2} \right) - \sqrt{R^2 + \left( \frac{\sigma^*}{2} \right)^2} \leq 0,$$ (10)

where the strict inequality situation corresponds to elastic loading or unloading. In this equation, \( \sigma_0 \) is a material parameter designating the initial yield stress in quasi-static loading conditions, and \( R \) describes the isotropic work-hardening of the material. Notably, any isotropic hardening model can be adopted in this framework. For example, Voce’s saturating law

$$\dot{R} = C_R (R_{sat} - R) \dot{e}_{eq}^p,$$ (11)

where \( C_R \) and \( R_{sat} \) are material parameters, can be used, as well as Swift’s power law

$$\dot{R} = n K^n \left( K e_0^n + R \right)^{n-1} \dot{e}_{eq}^p,$$ (12)

where \( K, n, e_0 \) are material parameters. In Section 4, a six-parameter law will be used, which combines the Voce and the Swift hardening laws

$$\dot{R} = \alpha \dot{R}^V + (1-\alpha) \dot{R}^S,$$ (13)

where \( \alpha \) is a weighting parameter and the superscripts “\( V \)” and “\( S \)” designate the “Voce” and “Swift” components, respectively, as defined by Eqs. (11) and (12).

For the sake of simplicity, the kinematic hardening described by the backstress tensor \( \mathbf{X} \) is governed by the non-linear model of Armstrong and Frederick

$$\dot{\mathbf{X}} = C_X (X_{sat} \mathbf{N} - \mathbf{X}) \dot{e}_{eq}^p, \quad \mathbf{N} = \frac{\mathbf{V}}{||\mathbf{V}||},$$ (14)

where \( C_X \) and \( X_{sat} \) are material parameters and \( \mathbf{N} \) is the unit vector parallel to the visco-plastic flow direction. It is noteworthy that different evolution laws can be adopted for the backstress tensor, without particular restrictions.

The proposed constitutive model is designed mainly for cold sheet metal forming; however, temperature variations due to plastic deformation may have a non-negligible influence on the current stresses and more specifically on their rate sensitivity. Experimental observations and
modeling justifications based on thermal activation theory, reviewed in the Introduction, allow for straightforward model enrichment to take into account moderate temperature effects. Considering Eq. (3), a classical and straightforward extension of Eq. (9) to include temperature can be written as

\[ K^* = K_0^* \frac{T}{T_0} ; \quad \dot{\varepsilon}^* = \dot{\varepsilon}_0^* e^{-\frac{\epsilon^*}{T}} \]

where \( T \) is the absolute temperature, \( T_0 \) is an arbitrary reference temperature taken equal to 293 K, and \( K_0^* \) and \( \beta \) are material parameters compensating for the loss of physical meaning after the simplified scale transition. The constant \( \dot{\varepsilon}_0^* \approx 2M \rho_m v_f \beta^2 \) (Allain et al., 2009) can be taken equal to \( 3.75 \times 10^{13} \) s\(^{-1}\) based on Eq. (1) and the physical constant values in Table 1. Thus, the temperature sensitivity is included with only two fitting parameters. In addition, the initial yield stress in quasi-static conditions has been shown experimentally to depend on temperature (Uenishi and Teodosiu, 2003). Over the relatively small range of temperatures encountered in cold sheet forming or crash events, a linear variation can be considered

\[ \sigma_0(T) = \sigma_0(T_0) + K^T (T - T_0) \]

where the value of \( K^T \) was identified as \( -0.68 \) MPa/K by (Allain et al., 2009) based on the experimental data from (Uenishi and Teodosiu, 2003).

Table 1. Approximate values of some physical quantities entering Eq. (3) in the case of steels; \( M \) is the so-called Taylor coefficient.

<table>
<thead>
<tr>
<th>( M )</th>
<th>( v_D ) [s(^{-1})]</th>
<th>( b ) [m]</th>
<th>( k_B ) [JK(^{-1})]</th>
<th>( \rho_m ) [m(^{-2})]</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>( 10^{13} )</td>
<td>( 2.5 \times 10^{-10} )</td>
<td>( 1.38 \times 10^{-23} )</td>
<td>( 10^{10} )</td>
</tr>
</tbody>
</table>

When generalizing dislocation-scale models to the continuum scale, the macroscopic (e.g., tensile) stress should be related to the resolved shear stress acting in each grain and on each slip system, whereas the tensile strain rate is determined by volume averaging the contributions of all slip systems in all grains. Such averaging rules can be effectively achieved for a given texture using micro-macro transition schemes (Molinari et al., 1987; Pilvin, 1990; Sabar et al., 2002). An alternative approach was adopted here that is typical of the internal variable formalism: the equations governing the thermally activated plastic slip were formally transcribed at the macroscopic scale by simply replacing the shear rate / stress by the tensile equivalent strain rate / flow stress, respectively. The phenomenological variables and parameters introduced in this way can be supposed to inherit some of the physical significance of their microscopic counterparts, although they cannot be quantitatively related to them. In the next section, these assumptions are confronted to a series of experimental results.
3 Applications and experimental validations

In this work, the model derived in Section 2 has been applied to three ferritic steel sheets: two cold-rolled DC-type sheet steels, and a hot-rolled sheet steel. The sheet thickness was 0.8 mm for the DC05 steel, 1 mm for the DC06 steel and 3 mm for the hot-rolled DD14 steel. The chemical composition of the materials is shown in Table 2. The materials were subjected to tensile tests at different strain rates. Additionally, quasi-static monotonic and reverse shear tests were performed for some of the sheet steels to quantify the kinematic hardening.

The tensile tests at very low strain rate were performed on a conventional screw-driven tension-compression testing machine, following the ISO 6892-1:2009 standard. The length of the uniform zone of the sample was 80 mm for a sample width of 20 mm. The tensile tests at 1 s\(^{-1}\) were performed on a 100-kN rapid hydraulic testing machine. The sample width was 13 mm for all of the tests on this machine for a length of the uniform zone of 100 mm. The tensile load is measured by the machine’s load cell, while the tensile strain is determined from the measurement of the grip displacement by means of a laser actuator (see also (Berbenni et al., 2004; Durrenberger et al., 2011)). Strain gages were used with split Hopkinson bars to attain the strain rate of 333 s\(^{-1}\). The samples, with 10-mm uniform length and 4-mm width, were bond in the slits of miniature custom grips using polymer glue (see e.g. (Tarigopula et al., 2008) for a recent illustration of the method). The grips had the same diameter as the Hopkinson bars and were screwed directly to their extremities. The experimental tests were performed by the material testing laboratory at ArcelorMittal Research. The experimental load–displacement curves were trimmed at the maximum load point and converted into true stress – true strain values using the sample geometry and the assumption of uniform deformation. All of the tests were duplicated to verify the repeatability. All of the tests were performed at room temperature; the strain and temperature distributions were not measured during the tests.\(^1\)

### Table 2. Chemical composition (in 10\(^{-3}\) weight %) of the three sheet steels used for the comparison to experiments.

<table>
<thead>
<tr>
<th>Steels</th>
<th>C (wt%)</th>
<th>Mn (wt%)</th>
<th>P (wt%)</th>
<th>S (wt%)</th>
<th>N (wt%)</th>
<th>Al (wt%)</th>
<th>Ti (wt%)</th>
<th>Nb (wt%)</th>
<th>Si (wt%)</th>
<th>Cu (wt%)</th>
<th>Cr (wt%)</th>
<th>Ni (wt%)</th>
<th>Zr (wt%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DC05</td>
<td>8.6</td>
<td>124</td>
<td>6</td>
<td>9</td>
<td>3.9</td>
<td>44</td>
<td>126</td>
<td>&lt;1</td>
<td>8</td>
<td>16</td>
<td>24</td>
<td>20</td>
<td>&lt;1</td>
</tr>
<tr>
<td>DC06</td>
<td>1.0</td>
<td>101</td>
<td>7</td>
<td>5</td>
<td>3.6</td>
<td>50</td>
<td>86</td>
<td>-</td>
<td>9</td>
<td>16</td>
<td>24</td>
<td>20</td>
<td>-</td>
</tr>
<tr>
<td>DD14</td>
<td>68</td>
<td>293</td>
<td>14</td>
<td>9</td>
<td>3.2</td>
<td>21</td>
<td>18</td>
<td>-</td>
<td>8</td>
<td>6</td>
<td>-</td>
<td>3</td>
<td>-</td>
</tr>
</tbody>
</table>

\(^1\) Note that these experiments only served to illustrate the feasibility of the parameter identification for the proposed model. Accurate experimental results from literature were used instead, in Section 3.4, for the validation of the model.
3.1 Parameter identification procedure

For the parameter identification of the model, the following mechanical tests were used:

- Tensile tests at strain rates of $10^{-2}$ s$^{-1}$ and 333 s$^{-1}$.
- Quasi-static reverse shear tests with three amounts of pre-strain: 5%, 10%, and 15% of shear strain, followed by the same amount of reverse shear strain.

For the hardening description, the Voce isotropic hardening law (11) is used along with the Armstrong–Frederick kinematic hardening law (14). Material parameters have been identified through several successive steps. First, the two kinematic hardening parameters ($X_{sat}$ and $C_X$) were estimated based on chemical composition and average grain size (Bouaziz and Dirras, 2006); the reverse shear tests mainly served for validation. The quasi-static initial yield stress and the two remaining (isotropic) hardening parameters were identified based on the monotonic tensile test in the transverse direction at the lowest strain rate. Finally, the two strain-rate sensitivity parameters ($K'$ and $\dot{\epsilon}'$) were determined using two tensile tests, performed at the two extreme strain rates available. This identification procedure was applied for the DC05 and DC06 sheets. Eventually, for the DD14 sheet the kinematic hardening was neglected and the combined Swift–Voce model in Eq. (13) was used, in view of an application to larger strains. The identified values for the material parameters are provided in Table 3.

Figure 1 compares the predictions of the proposed constitutive model with tensile experiments at two strain rates in the range typical for sheet forming processes, and quasi-static reverse shear tests with three different pre-strain levels, for the DC05 sheet. Figure 2 provides a different representation of the strain-rate sensitivity of this material, emphasizing two regimes often designated as the athermal / thermally activated domains (Campbell and Ferguson, 1970). The increase in the flow stress is accelerated at strain rates larger than 1 s$^{-1}$, and this trend is described by the model due to the nature of the hyperbolic sinus function. Also, the decrease in the hardening rate emphasized in this figure is predicted in an average manner. As expected, the experimental values corresponding to the extreme strain rates are well predicted, because these values served for the parameter identification. The figures illustrate the capability of the model in predicting the strain-rate sensitivity of ferritic steels over this range of strain rates.

In summary, the proposed model required few experiments for its parameter identification and was able to describe some important trends of the strain-rate sensitivity of this mild steel: the increase of the flow stress with strain rate, its two athermal / thermal regimes, a continuous decrease of the hardening rate.

In the current investigation, the material’s anisotropy was neglected. Cold rolled mild steels are anisotropic and the tested DC05 sheet steel had a Lankford coefficient close to 2. In view of the model application to sheet metal forming operations, the plastic anisotropy should be estimated, e.g., by measuring the Lankford coefficients in three in-plane directions. For the current investigation, which was focused on the modeling of strain-rate sensitivity, all of the tests were performed in the transverse direction (i.e., the in-plane material direction perpendicular to the rolling direction). The proposed model can be coupled with any phenomenological yield function to incorporate the description of plastic anisotropy.
Table 3. Material parameters for the three mild steel sheets.

<table>
<thead>
<tr>
<th>Steels</th>
<th>$\sigma_0$ [MPa]</th>
<th>$C_R$ [MPa]</th>
<th>$R_{sat}$ [MPa]</th>
<th>$C_X$ [MPa]</th>
<th>$X_{sat}$ [MPa]</th>
<th>$K$ [MPa]</th>
<th>$\varepsilon_0$</th>
<th>$n$</th>
<th>$\alpha$ [MPa]</th>
<th>$K^*$ [s$^{-1}$]</th>
<th>$\dot{\varepsilon}^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td>DC05</td>
<td>155</td>
<td>13</td>
<td>200</td>
<td>100</td>
<td>13</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1</td>
<td>36</td>
<td>0.3</td>
</tr>
<tr>
<td>DC06</td>
<td>120</td>
<td>8</td>
<td>255</td>
<td>100</td>
<td>13</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1</td>
<td>36</td>
<td>0.3</td>
</tr>
<tr>
<td>DD14</td>
<td>259</td>
<td>12</td>
<td>147</td>
<td>-</td>
<td>-</td>
<td>543</td>
<td>0.02</td>
<td>0.193</td>
<td>0.1</td>
<td>56.92</td>
<td>0.3</td>
</tr>
</tbody>
</table>

Figure 1. Comparison between experiments (dashed lines) and model predictions (solid lines) for the DC05 steel sheet: monotonic tensile tests (strain-rate sensitivity effect) and quasi-static reverse shear tests after 5%, 10%, and 15% forward shear strain (Bauschinger effect). The abscissa strains are true strains for the tensile tests and amounts of shear strain for the shear tests.
Figure 2. Experimental (symbols) and predicted (lines) flow stresses for the DC05 steel sheet at five levels of cumulated strain for three strain-rate levels.

3.2 Description of temperature effects

As already stated, the temperature evolution during the tensile tests was neglected and it was not taken into account in the simulations. However, the model extension to temperature effects (Eqs. (15)-(16)) has been investigated by performing tensile tests at several temperatures using a thermal chamber on the custom-made rapid hydraulic testing machine. Figure 3 compares the simulation results of the proposed model with experiments for the same DC05 sheet steel at three different values of temperature (–40°C, 20°C and 100°C). The comparison illustrates the ability of the resulting thermo-visco-plastic model to describe the temperature sensitivity of the mean flow stress.
Figure 3. Modeling of the sensitivity of the flow stress to temperature for the DC05 mild steel. Material parameters: $K_0^* = 36$ MPa and $\beta = 11.74$. a) Tensile stress–strain curves at $-40^\circ$C; b) tensile stress–strain curves at $100^\circ$C; c) flow stress as a function of strain rate for the three temperatures.
3.3 Response for two-step sequential loading

To further investigate the ability of the model to describe the strain-path change behavior, large strain two-step sequential tests were performed on the 1-mm-thick DC06 sheet. Quasi-static tensile, shear and reverse shear tests at three levels of pre-strain were performed as well as a shear test following a tensile test in the same direction (orthogonal strain-path change). The same hardening laws are used along with the same parameter identification procedure. The values of the identified material parameters are reported in Table 3, and the predicted stress–strain curves are compared to the experiments in Figure 4. The classical hardening model adopted in these simulations proves to be efficient in describing the hardening behavior of mild steels up to large cumulated strains, including the Bauschinger effect. However, the complex transient response after abrupt strain-path changes cannot be captured with this simple hardening model. Whenever an accurate description of these behavior features is important, e.g., for springback estimation (Haddag et al., 2007), more advanced hardening models should be considered. To this end, several candidate models have been proposed in the literature (Teodosiu and Hu, 1995; Yoshida and Uemori, 2002; Geng et al., 2002; Barlat et al., 2011). Although this type of extension was beyond the scope of the current investigation, it is important to note that such more elaborate hardening equations can be coupled with the proposed model without restriction by replacing Eqs. (11) and (14) with their corresponding counterparts. Along with the reduced number of strain-rate sensitivity parameters, this generality is one of the strengths of the proposed model.

![Figure 4](image-url)
3.4 Comparison with other recent visco-plasticity models

In this section, the proposed model is compared with two recent physically motivated phenomenological models from the literature (Uenishi and Teodosiu, 2004; Rusinek and Klepaczko, 2001); these two models will be referred to in the following as U–T and R–K, respectively. These state-of-the-art models have already been compared by their respective authors to more classical constitutive laws (Johnson and Cook, 1983; Cowper and Symonds, 1952). In addition, careful experimental results are available for the parameter identification and model validation.

For the Uenishi–Teodosiu (U–T) model, the yield condition can be formally written as

$$\sigma_{eq} - (\sigma_0 + \sigma^*) - R - R' \leq 0$$

(17)

where the hardening variable $R$ is described by Voce’s law (11) while $R'$ and the kinematic hardening variable $X$ both depend on two more tensor variables describing the directional strength and the polarity of the persistent planar dislocation structures. The complete description of this advanced hardening model can be found in (Teodosiu and Hu, 1995; Teodosiu, 1997; Haddadi et al., 2006). However, the strain-rate sensitivity (which is of interest for the comparison with the proposed model) only affects $\sigma^*$ and the saturation value $R_{sat}$ of $R$ by means of the following logarithmic and power laws

$$\sigma^* = \sigma_0^* \left(1 - \frac{T}{F_0} \ln \frac{\dot{\varepsilon}_0^*}{\dot{\varepsilon}_{eq}^*} \right)^2; \quad R_{sat} = R_{sat,0} \left(\frac{\dot{\varepsilon}_{eq}^*}{\dot{\varepsilon}_0^*} \right)^v.$$  

(18)

Constants $\sigma_0$ and $R_{sat,0}$ are two of the 13 parameters of the Teodosiu–Hu hardening law (Teodosiu and Hu, 1995), while the modeling of strain-rate sensitivity involves four additional fitting parameters: $\sigma_0^*$, $F_0$, $\dot{\varepsilon}_0^*$, and $v$. The identification of all of these parameters required the following set of mechanical tests (Uenishi and Teodosiu, 2004): uniaxial tensile tests at different strain rates ($10^{-2}$ and $10^3$ s$^{-1}$), monotonic simple shear tests, reverse shear tests, simple shear following uniaxial tensile tests in the same direction (orthogonal strain-path change), and strain-rate jump tests in tension from $10^{-2}$ s$^{-1}$ to $10^3$ s$^{-1}$. The experimental results are represented in Figure 5 (dashed lines) along with the predictions of the U–T model (gray lines) based on (Uenishi and Teodosiu, 2004). The proposed constitutive model has been adjusted for this material using the monotonic shear and tensile tests at two strain rates shown in Figure 5. Voce’s isotropic hardening and the kinematic hardening Eq. (14) were used; the kinematic hardening parameters were identified based on the chemical composition and grain size. The resulting parameters are summarized in Table 4, and the predictions of the proposed model are shown in Figure 5. Inspection of the figure shows that all of the monotonic tests, at different strain rates, are described satisfactorily and that the Bauschinger effect is well captured in an average manner, as previously shown in Figure 1. As anticipated, the Teodosiu–Hu hardening model accurately describes the complex transient behavior after abrupt strain-path changes and could thus be a good candidate to further enhance the current model in terms of hardening. Leaving apart the effect of this

---

2 Uenishi and Teodosiu (2004) consider $\dot{\varepsilon}_0$ as a reference strain rate, set to $10^{-3}$ s$^{-1}$, not as a fitting parameter.
difference in the hardening models, Figure 5 reveals that the strain-rate sensitivity description provided by the two models is equally successful in describing the experiments.

Table 4. Material parameters used for the comparison with the U–T and R–K models.

<table>
<thead>
<tr>
<th>$\sigma_0$ [MPa]</th>
<th>$C_R$ [MPa]</th>
<th>$R_{sat}$ [MPa]</th>
<th>$C_X$ [MPa]</th>
<th>$X_{sat}$ [MPa]</th>
<th>$K$ [MPa]</th>
<th>$\varepsilon_0$</th>
<th>$n$</th>
<th>$\alpha$</th>
<th>$K^*$ [MPa]</th>
<th>$\dot{\varepsilon}^*$ [s$^{-1}$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>115</td>
<td>8</td>
<td>255</td>
<td>100</td>
<td>13</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1</td>
<td>27.2</td>
</tr>
</tbody>
</table>

Figure 5. Comparison of the proposed model with the Uenishi–Teodosiu model and experiments, after (Uenishi and Teodosiu, 2004).
The elasto-visco-plastic model proposed by Rusinek et al. (2007) instead uses the Swift hardening law

\[
\sigma_{eq} - \sigma^* - K (\epsilon^0_v + \epsilon^{vp}_{eq})^n \leq 0
\]  

and a different combination of power and logarithmic laws to describe the strain-rate sensitivity of \( \sigma^* \), \( K \), and (most importantly) \( n \):

\[
\sigma^* = \sigma^*_0 \left( 1 - D_1 \frac{T}{T_m} \log \frac{\dot{\epsilon}_{max}}{\dot{\epsilon}_{eq}} \right)^{\frac{1}{m}}; \quad K = K_0 \left( \frac{T}{T_m} \log \frac{\dot{\epsilon}_{max}}{\dot{\epsilon}_{eq}} \right)^{-\nu}; \quad n = n_0 \left( 1 - D_2 \frac{T}{T_m} \log \frac{\dot{\epsilon}_{eq}}{\dot{\epsilon}_{min}} \right). \quad (20)
\]

In the current comparison, the temperature effect is neglected, and thus, the temperature \( T \) is considered as a constant. Besides some physical parameters such as the melting temperature \( T_m \), the Rusinek–Klepaczko (R–K) model involves several parameters that require identification. Three parameters enter the hardening law (\( K_0 \), \( n_0 \), and \( \epsilon^0_v \)), while the strain-rate sensitivity is described using seven additional parameters: \( \sigma^*_0 \), \( m \), \( \nu \), \( D_1 \), \( D_2 \), \( \dot{\epsilon}_{min} \), and \( \dot{\epsilon}_{max} \). The R–K model predictions for a mild steel sheet are reproduced in Figure 6 based on (Rusinek et al., 2007). Because no kinematic hardening is considered in the R–K model, only monotonic tests are shown at different strain rates. According to Figure 6, the predictions of the proposed model offer an equivalent description of the material response both in terms of hardening and strain-rate sensitivity. The parameters from Table 4 were used, because the experimental results in the two references correspond to the same material.

In conclusion, the proposed model proved similar abilities to describe the strain-rate sensitivity of mild steels in the range of strain rates up to \( 10^3 \text{ s}^{-1} \), compared to the U–T and R–K models, with respect to the experiments exhibited in Figures 5 and 6. More discriminating experiments would be necessary to further differentiate the three approaches.
Figure 6. Comparison of the proposed model with the Rusinek–Klepaczko model and experiments, after (Rusinek et al., 2007).
4 Simulation of post-necking tensile response

The constitutive model was implemented in the commercial finite element code Abaqus/Explicit using an explicit time-integration scheme (Haddad et al., 2003; Pipard, 2012) to allow for the simulation of sheet metal forming and crash experiments. Visco-plastic modeling up to large strain rates is a prerequisite for the simulation of high-speed deformation events such as crash; however, this is also required for the accurate simulation of common sheet metal forming processes, e.g., as soon as necking phenomena take place. This well-known statement is illustrated here by the finite element simulation of a simple tensile test. Four simulations are compared, where the only differences concern the constitutive models:

- A strain-rate insensitive model using the isotropic hardening law of Voce – this model will be called “Voce quasi-static” in the following;
- A strain-rate insensitive model using an isotropic hardening model combining the Swift and Voce laws, called “S–V quasi-static”;
- The proposed elasto-visco-plastic model, using the same hardening equations and parameters as the “Voce quasi-static” model, called “Voce visco-plastic”;
- The proposed elasto-visco-plastic model, using the same hardening equations and parameters as the “S–V quasi-static” model, called “S–V visco-plastic”.

At large plastic strains, the selection of an appropriate hardening model is a key factor for accurate finite element simulations. Lemoine and co-workers (Lemoine, 2007; Bui-Van et al., 2009; Lemoine et al., 2011) pragmatically addressed this issue by comparing several classical isotropic hardening models, namely the saturating Voce model, the Swift power law, the Hollomon law, the Ludwig law and the S–V model. The model parameters were identified with respect to standard tensile tests, and they were further confronted to experiments that allowed much larger plastic strain levels (i.e., uniaxial tensile test with local strain measurement, simple shear test, hydraulic bulge test, stack compression test, uniaxial tensile test after flat rolling pre-strain). These studies emphasized the ability of the S–V model to approach the actual material response at large strains, with respect to the other investigated models. These conclusions were confirmed on a wide range of steel grades. Sung et al. (2010) investigated several high-strength (HS) sheet steels, further including strain-rate and thermal effects, and independently emphasized the good performance of a similar Hollomon–Voce linear combination to describe the material response at strains beyond the fit range. These investigations have also shown that the issue of stress–strain curve extrapolation at large strains is more critical for HS steels than for mild steels (see also the discussion by Mohr and Ebnoether (2009)), due to the much smaller range of uniform elongation allowed by HS steels. Because the current study concerns mild steels, the above results have motivated the choice of the combined S–V isotropic hardening model for the application to the flat specimen under uniaxial tension including the post-necking regime. Kinematic hardening was neglected in this analysis because the loading history is monotonic and the focus is on the effect of strain-rate sensitivity. A 3-mm-thick, hot rolled, almost isotropic3 DD14 mild steel sheet was used for the experiments. The parameters for this material using the Swift–Voce hardening law were previously given in Table 3. Figure 7 shows that the theoretical tensile predictions of the four models (at a uniform deformation and very low strain rate) are similar in the strain range of the uniaxial tensile test, but differences are visible at larger strains.

3 The values of the Lankford coefficients measured for this sheet steel in the rolling, transverse and diagonal directions, were \( r_{0}=1.0, \ r_{90}=1.1, \ r_{45}=1.35 \).
Because the results in Figure 7 are obtained in quasi-static conditions of homogeneous deformation, the responses of the proposed visco-plastic model using Voce and Swift–Voce (S–V) hardening laws, respectively, coincide with those of their strain-rate insensitive counterparts.

![Figure 7. Theoretical tensile material response of the DD14 steel sheet in quasi-static conditions and isotropic hardening model predictions.](image)

The sample geometry and finite element mesh used for the numerical simulation of the tensile tests are shown in Figure 8. One quarter of the sample is meshed using linear reduced-integration hexahedra (C3D8R). The engineering stress–strain predictions corresponding to the four simulations are compared to the experimental results in Figure 9 (left). As expected, Voce’s hardening model with the selected parameters predicts earlier necking instability than the Swift–Voce law due to its saturating behavior and smaller hardening rate. While the predictions of the rate-dependent and rate-independent models overlap at small strain rates, their predictions in Figure 9 are significantly different as the strain rate increases in the neck. As clearly shown in Figure 9 (right), an abrupt increase in the plastic strain is observed in the neck region, while the plastic strain remains constant far from the neck due to elastic unloading.

The mesh sensitivity of the predicted stress–strain curves was investigated using the elasto-visco-plastic model with Voce hardening. For this material model, a second simulation was performed with an element size twice smaller than the one shown in Figure 8 (i.e., using six
elements through the half-thickness). The two predictions are plotted in Figure 9. Very small mesh sensitivity is only observed by the end of the curves, as the necking phenomenon progresses. These observations corroborate well with the findings of Sung et al. (2010) who successfully predicted the strain-rate influence on the onset of necking on flat steel samples using only two reduced-integration finite elements through the half-thickness, in the framework of von Mises plasticity. A closer recovery of the experimental results would require more refined large strain hardening laws and parameter identification (as strains close to 1 are reached in the neck) and anisotropy (Dunand and Mohr, 2010; Tardif and Kyriakides, 2012). Temperature variation due to the plastic dissipation is also an important factor that can influence the neck geometry evolution and the stress levels. In this context, the aim of the current simulations is simply limited to illustrating the impact of strain-rate sensitivity on the material response even during low speed processes. Figure 10 qualitatively illustrates this result in terms of neck geometry evolution, showing the well-known stabilizing effect of strain-rate sensitivity. It is worth noting that different approaches have been proposed in the literature to reconcile the measured and predicted post-necking responses (Zhang et al., 1999; Kajberg and Lindkvist, 2004; Jou et al., 2008; Mohr and Ebnöther, 2009; Pierron et al., 2010). Note that all of the above-mentioned approaches for the determination of the true stress–strain curve after diffuse necking have been applied to strain-rate independent materials. In the current work, we emphasize the effect of strain-rate sensitivity on the structural force–displacement response of a flat specimen under tension. Another effect that has not been considered in the current analysis is related to the temperature evolution within the sample. Sung et al. (2010) have also used the flat tensile test to illustrate the prominent role of strain rate on the tensile response as soon as necking occurs; temperature had a similarly important role for dynamic tensile tests, while it remained negligible for low nominal strain rates ($10^{-3}$ s$^{-1}$). The temperature effects were shown to have a determinant role for the prediction of the so-called shear fracture, in particular for HS steels, when little or no necking precedes the fracture (Kim et al., 2011; Sung et al., 2012).

---

Figure 8. Geometry, loading and mesh used for the finite element simulation of the uniaxial tensile tests.
Figure 9. Results of the finite element simulation of the tensile test. Left: predicted and experimental engineering stress–strain curves. Right: longitudinal strain evolution at two material points located in the neck zone and far from the neck. For the “Voce viscoplastic” model, the dashed line corresponds to the finer mesh and the solid line to the coarser mesh.

Figure 10. Necking profiles predicted with the S–V elasto-visco-plastic model (left) and the S–V elasto-plastic model (right). The cross-bar displacements corresponding to each profile are indicated.
5 Conclusions

In this work, a new elasto-visco-plastic model has been proposed as a pragmatic alternative to existing state-of-the-art models. One advantage of the proposed model is the reduced number of fitting material parameters, thanks to the physical basis of the adopted constitutive modeling approach. To be specific, only two parameters are required for the strain-rate sensitivity equations, while the available models usually require at least twice as many parameters. In addition, the proposed constitutive framework is independent of the hardening equations. Therefore, the model can be coupled with virtually any anisotropic yield surface or work-hardening model, which is potentially important for future applications where refined descriptions of anisotropy and/or hardening are essential.

The predictive capabilities of the model have been assessed by confrontation to experimental results for three different mild steels, consisting of tensile tests up to strain rates of $10^3\text{s}^{-1}$, and quasi-static monotonic and reverse shear tests at different amounts of pre-strain. Also, the model was compared to two recent existing models with respect to experimental results from literature. In spite of the reduced number of material parameters and the simple identification procedure, the model showed reasonably good accuracy in the tested configurations.
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