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A B S T R A C T

We extend the Maffettone–Minale model by including non-elliptical shapes of dispersed particles, a new family of internal forces controlling particle deformations, and particle–particle interactions. The last extension is made by transposing the way the chain-chain interactions are mathematically expressed in the reptation theory to suspensions. The particle–particle interactions are regarded as a confinement to cages formed by surrounding particles and by introducing a new dissipative motion (an analog of the reptation motion) inside the cages. Nonlinear responses to imposed shear and elongational flows are found to be in qualitative agreement with available experimental data.
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1. Introduction

In this paper we are addressing rheology of colloidal dispersions (see e.g. [1,2] for a recent review). Our objective is twofold. First, we investigate relation between mesoscopic physics of dispersions and their rheological behavior. Our second objective is to illustrate the systematic formulation of governing equations of rheological models that is based on the requirement of compatibility of their solutions with mechanics (in the sense that the time reversible part of the time evolution is Hamiltonian) and with thermodynamics (in the sense that the entropy does not decrease during the time evolution).

The level of description on which we formulate the mesoscopic physics of dispersions in this paper is the level on which one symmetric three-by-three tensor (or possibly several of such tensors) serves as a state variable describing the internal structure. We call it Hand level of description since this type of the internal state variable appeared first in [3]. We shall use the symbol \( \mathbf{e} \) to denote the tensor. After choosing \( \mathbf{e} \) as the internal state variable, we have to decide what is its physical interpretation. Among many possibilities (see e.g. [4–9]), we choose in this paper to follow Maffettone and Minale in [10], and regard it as a mathematical representation of the ellipsoidal shape of the suspended particle. We call any rheological model on the Hand level of description with this physical interpretation of \( \mathbf{e} \) as the Maffettone–Minale model (or in an abbreviated form MM-model).

What physics can we express in the MM-models? We begin with the most important physical feature. If we restrict ourselves to dispersed particles that are made of deformable but incompressible materials then the volume of the particle characterized by \( \mathbf{e} \) has to remain constant during the time evolution. If we consider \( \det \mathbf{e} \) as a measure of the volume of the ellipsoid associated with \( \mathbf{e} \) then the constraint \( \det \mathbf{e} = \text{const.} \) is the first, most important, physical feature of the MM-models. Next, we have to address the question of what are the forces that control the particle deformations. In this paper we take them to be the forces generated by the surface area of the particle. We show that this type of MM-models predicts rheological behavior that is in a good qualitative agreement with the experimental data reported in [11]. We then continue and introduce more complex physics into dispersions. In particular, we introduce: (i) more complex non-ellipsoidal shapes of the particles, (ii) particle–particle interactions, and (iii) new internal forces driving non-ellipsoidal deformations. The MM-model with these new features is called an extended MM-model or in an abbreviated form EMM-model.

Regarding the mathematical formulation of the model, particularly new is the way in which we are expressing the particle–particle interactions. This type of interactions, that together with large particle deformations may lead to a formation of an interconnected network of particles [12], is expected to play an important role in more dense dispersions. We are inspired by the reptation theory developed by de Gennes and Edwards [13,14] in which chain-chain interactions are seen as confines to tubes (formed by surrounding chains) inside which a new dissipative motion, called reptation, takes place. In dispersions we replace tubes by cages...
(as it has been suggested on more microscopic levels of description in [15,16]) inside which a new dissipative motion (analogous to reptation) takes place.

We conclude the introduction by a comment about different levels of description. The Hand level that we are choosing in this paper is very much on the macroscopic end of the hierarchy of levels. On the other hand, the level of description chosen for example in [16]) in direct molecular simulations is on the opposite (microscopic) end. The advantage of more macroscopic theories is a large domain of applicability and a relative simplicity of the passage from governing equations to predictions that can directly be compared with experimental results. Their disadvantage is then an inevitable presence of parameter material which, due to a large “distance” from microscopic physics, are not directly related to microscopic characterizations of the particles. Given a specific colloid, their values representing it have to be found by considering some of the macroscopic observations as their measurements.

The advantage of microscopic levels is the possibility to begin the analysis with a very clear and specific microscopic physics. The disadvantage is then small domain of validity (caused by the specificity of the microscopic physics entering the modeling) and the complexity of the passage to macroscopic levels on which the experimental observations are made. Such passage is inevitably involves largely ad hoc approximations needed for example to express macroscopic forces (as e.g. temperature gradient) in microscopic terms or to extract from the output of direct simulations (particle trajectories) the macroscopic information of direct interest. The modeling that has most advantages and the least disadvantages is a multilevel modeling pursued on different levels of description.

2. Maffettone–Minale model

In this section we present the MM-model as a particular realization of GENERIC. The advantages of such presentation are the following: (i) the model, even before the modifications made in the subsequent section, is more general and more complete than the model introduced originally in [10], (ii) the intrinsic compatibility of the morphology time evolution with the expression for the stress tensor is guaranteed, and (iii) the extension of the MM-model needed to express more complex physics becomes straightforward (see Section 3).

First, we recall some basic elements of GENERIC. The objective of GENERIC is to make the reduction process leading from a microscopic insight to a mesoscopic model more systematic and transparent. The main idea is that before starting the reduction we make an assumption that the target mesoscopic equation possesses a certain structure. The requirement that the structure emerges in the reduction makes the reduction well organized. What is the structure of the mesoscopic time evolution equations and why it is required? We require it because it guarantees that solutions to equations possessing it agree with certain basic experimental observations like for instance observations of mass, momentum and energy and observations constituting the experimental basis of thermodynamics. The mathematical formulation of the structure has emerged gradually. The mechanical content has been formulated in the abstract Hamiltonian structure (first for fluid mechanics equations [17] and for kinetic equations [18]) and the thermodynamic content in the structure of gradient dynamics (in [19–21]). Both structures have been then combined in [22–26]. A particular formulation of the combination (see (1) below) has been called GENERIC (an acronym for General Equation for Non-Equilibrium Reversible-Irreversible Coupling) in [27,28].

In this paper we limit ourselves to suspensions that are kept at constant temperature. We recall therefore GENERIC only in this particular case. Let x stand for the set of state variables. The equation governing its time evolution has the general form

\[
\frac{\partial x}{\partial t} = L(x)\Phi_x - \left[ \frac{\partial \mathcal{Z}}{\partial x} \right]_{x' \leq \Phi_x} \tag{1}
\]

The symbol \(\Phi(x)\) stands for the free energy. The first term on the right hand side of (1) represents the Hamiltonian time evolution. The operator \(L(x)\), called a Poisson bivector, expresses mathematically the kinematics of \(x\). The properties that \(L\) is required to satisfy are best expressed by constructing with it a bracket \((A, B) = (A, L)B_x\) and requiring that it is a Poisson bracket (i.e. \((A, B) = -(B, A)\) and the Jacobi identity holds). The notation that we use in (1) and throughout the paper is the following: \(x\) and \(\mathcal{Z}\) are real valued sufficiently general functions of \(x\), \(A\) denotes a derivative of \(A\) with respect to \(x\), and \(\cdot\) denotes scalar product.

The Hamiltonian time evolution is thus an evolution generated by a potential (in the case of isothermal systems it is the free energy) in which the gradient of the potential (a vector field) is transformed into a vector field by the Poisson bivector \(L\).

The second term on the right hand side represents the thermodynamic part of the time evolution. This time evolution is also generated by the free energy but the geometrical structure transforming its gradient into the vector field is different from the one playing this role in the Hamiltonian dynamics. We refer the reader who is interested in a more detailed physical and geometrical discussion of (1) to [29]. Here we only explain the notation: \(\mathcal{Z}(x, x')\) is the dissipation potential (see [21]), i.e. a potential satisfying: (i) \(\mathcal{Z}(x, 0) = 0\) for all \(x\); (ii) \(\mathcal{Z}(x, x')\) reaches its minimum as a function of \(x'\) for all \(x\); and (iii) \(\mathcal{Z}(x, x')\) is a convex function of \(x'\) in a neighborhood of \(x' = 0\) for all \(x\). We note that these properties guarantee that \(\langle x', \mathcal{Z}_{x'} \rangle > 0\) which, together with the property \(\langle \Phi_x, L(x)\Phi_x \rangle = 0\), implies that \(\frac{\partial \mathcal{Z}}{\partial x} > 0\) during the time evolution governed by (1).

We recognize in (1) four modules: Module 1 state variables \(x\), Module 2 their kinematics \(L\), Module 3 dissipation potential \(\mathcal{Z}\), and Module 4 free energy \(\Phi_x\).

In the rest of this paper we formulate a mesoscopic rheological model of soft colloids. We shall do it by expressing our physical insight into this type of fluids in the four modules listed above. The essential difference between this and the more usual derivation is that in the latter the physical insight is expressed directly in one step in the governing equation while in our derivation the process is gradual, module by module. The way the modules are then combined, according to (1), guarantees agreement of solutions of the governing equations with certain results of experimental observations.

2.1. Module 1: State variables \(x\)

The point of departure of any type of rheological modeling is always the choice of the level of description, or in other words, the choice of state variables. We have to decide how shall we express our physical insight mathematically. We can choose between microscopic levels on which we can directly follow details and more macroscopic levels on which only some selected aspects of the morphology are followed. Optimally, we want to follow only those details that are essential for our interest determined by our experimental observations and intended applications. Since we cannot know in advance of what type of physics is important and what can be ignored, the choice of state variables is always a trial-and-error procedure.

In this paper we decide to remain on a rather macroscopic level of description. The advantage of this choice is a wide range of
applicability of the resulting models and relative simplicity of the problem of solving the governing equations. The disadvantage is a rather indirect relation between our microscopic insights and modules representations that shows itself in the phenomenological nature of the material parameters entering the considerations.

We let ourselves to be inspired by the Maffetone–Minale model [10] in which the morphology of the suspension is chosen to be characterized by one conformation tensor \( c(r) \) that represents an ellipsoid. We thus regard the fluid under consideration as a suspension of droplets of ellipsoidal shapes. In fact, all the droplets are represented by one “average” droplet. Consequently, we begin with the state variables

\[
\mathbf{u}(r), \mathbf{c}(r)
\]

\( \mathbf{c} \) is a symmetric and positive definite tensor constrained by \( \det \mathbf{c} = \text{const.} \)

By \( \mathbf{u}(r) \) we denote the overall momentum field. The suspension is assumed to be isotothermal (and overall) incompressible. Moreover, the droplets are deformable but incompressible in the sense that their volume, i.e. \( \det \mathbf{c} \), remains a constant. We shall moreover restrict ourselves only to spatially homogeneous internal structure, i.e. we assume that \( \mathbf{c} \) is independent of the position vector \( r \). The volume of the space region confining the suspension under consideration will be hereafter put equal to one. We recall that even if we are eventually interested in this paper only in rheological observations in which the overall momentum \( \mathbf{u} \) is imposed and is not thus an independent state variable, we have to include it in (2). This is because the fluid described by (1) approaches thermodynamic equilibrium (a state for which the free energy reaches its minimum). It is exactly the compatibility with equilibrium that determines (as we shall see below) the admissible coupling (i.e. an expression for the stress tensor) between overall momentum and the internal structure (characterized by the tensor \( \mathbf{c} \)).

2.2. Module 2: kinematics \( L \)

The kinematics of (2) is well known (see e.g. [30]). It is expressed in the Poisson bracket

\[
\begin{aligned}
\{A, B\}^{(u)} &= \{A, B\}^{(u)} + \{A, B\}^{(c)} \\
\{A, B\}^{(u)} &= \int d^3 \mathbf{r} [u_\alpha(A_\mu B_\beta - \partial_\beta B_\mu A_\alpha)] \\
\{A, B\}^{(c)} &= c_{ik}(A_{\alpha i} \partial_\alpha B_{\beta k} - B_{\alpha i} \partial_\alpha A_{\beta k}) + c_{ik}(A_{\alpha i} \partial_\alpha B_{\beta k} - B_{\alpha i} \partial_\alpha A_{\beta k}) + \frac{2}{3} c_{ik} A_{\alpha i} \partial_\alpha B_{\beta k} - B_{\alpha i} \partial_\alpha A_{\beta k}) \\
&\quad - \frac{2}{3} c_{ik} A_{\alpha i} \partial_\alpha B_{\beta k} - B_{\alpha i} \partial_\alpha A_{\beta k})
\end{aligned}
\]

where \( A \) and \( B \) are real valued sufficiently regular functions of (2), \( A_{\alpha i} \) denotes derivative of \( A \) with respect to \( \mathbf{u}(r) \), similarly \( \partial_\mu \) is the derivative of \( A \) with respect to \( \mathbf{c} \). We use the summation convention, and \( \partial_\mu = \partial_{x_\mu} \). The last line arises due to the constraint \( \det \mathbf{c} = \text{const.} \) (see [31]).

2.3. Module 3: dissipation potential \( \Xi \)

Here arises the main technical problem of the model. How to formulate a physically meaningful dissipation term with which the time evolution obeys the constraint \( \det \mathbf{c} = \text{const.} \)? The first solution to this problem has been worked out in [10] (this paper appeared in August 1998). A different solution in a different physical context, has been developed in [32] (this paper appeared in January 1999). A more general solution has been then presented in [31]. The dissipation potential formulation of the dissipative term (see the second term on the right hand side of (1)) that we use in this paper allows us to include the constraint still in a more general and a simpler way.

Following the spirit of classical nonequilibrium thermodynamics, we introduce first a thermodynamic force (we shall use the symbol \( \mathbf{X} \) to denote it) generating the dissipation. Next, we let the dissipation potential \( \Xi \) depend on \( \mathbf{c} \) only through its dependence on \( \mathbf{X} \), namely \( \Xi(\mathbf{c}) = \mathcal{Z} (\mathbf{X}) \). We note that if we choose the force to be

\[
\mathbf{X} = \mathbf{c} - \frac{1}{3} \text{tr} (\mathbf{c} \mathbf{c}^\top) \mathbf{c}^{-1}
\]

then we see (by a direct verification) that the constraint \( \det \mathbf{c} = \text{const.} \) holds (i.e. \( \frac{\partial \mathcal{Z}}{\partial \mathbf{c}} = 0 \)). Indeed, note that \( \frac{\partial \mathcal{Z}}{\partial \mathbf{c}} = \frac{\partial \mathcal{Z}}{\partial \mathbf{c}} \mathbf{c}^{-1} \) and \( \mathcal{Z} = \mathcal{Z} _{\mathbf{c} = \text{const}} \) and consequently \( \frac{\partial \mathcal{Z}}{\partial \mathbf{c}} \text{tr} (\mathbf{c}^{-1} - \mathbf{c}^{-1}) = 0 \).

If we limit ourselves to situations that are not too far from thermodynamic equilibrium then (since the thermodynamic force (4) disappears at equilibrium) we can choose the quadratic potential

\[
\mathcal{Z}(\mathbf{c}) = \frac{1}{2} \text{tr} (\mathbf{A} \mathbf{c} \mathbf{c}^\top)
\]

where \( \mathbf{A} \) is a positive definite tensor that can depend on \( \mathbf{c} \). We choose it to be

\[
\mathbf{A} = A \mathbf{c}
\]

where \( A > 0 \) is a scalar material parameter (recall that \( \mathbf{c} \) is required to be positive definite – see (2) – so that \( A \) given in (6) is indeed positive definite).

2.4. Module 4: free energy \( \Phi \)

In the free energy

\[
\Phi(\mathbf{u}, \mathbf{c}) = E(\mathbf{u}, \mathbf{c}) - k_\text{B} T S(\mathbf{u}, \mathbf{c})
\]

we choose the entropy \( S \) as

\[
S(\mathbf{c}) = \chi \ln \det \mathbf{c}
\]

where \( \chi \) is a material parameter and \( k_\text{B} \) the Boltzmann constant. And the energy \( E \) as

\[
E(\mathbf{u}, \mathbf{c}) = E_{\text{kin}}(\mathbf{u}) + E_{\text{pot}}(\mathbf{c})
\]

where

\[
E_{\text{kin}}(\mathbf{u}) = \int \frac{d^3 \mathbf{r} \mathbf{u}^2}{2 \rho}
\]

and

\[
E_{\text{pot}}(\mathbf{c}) = \Gamma ((\text{tr} \mathbf{c})^2 - 3 \text{tr} \mathbf{c} \mathbf{c}^\top)
\]

\( \rho \) and \( \Gamma \) are material parameters. Since \( (\text{tr} \mathbf{c})^2 - 3 \text{tr} \mathbf{c} \mathbf{c}^\top \) is a measure of the area of the surface of the ellipsoid, the parameter \( \Gamma \) has the physical interpretation of the surface tension. The entropy (8) is the classical Boltzmann entropy expressed in terms of \( \mathbf{c} \) (obtained by maximizing \( - \int d^3 \mathbf{r} f(\mathbf{r}) \ln f(\mathbf{r}) \) subjected to the constraint \( \int d^3 \mathbf{r} f(\mathbf{r}) = c_{\mathbf{c}}, R \in \mathbb{R}^3 \)). The parameter \( \rho \) in the kinetic energy (10) is the mass density, that, since the fluid under consideration is incompressible, is a constant. The potential energy is assumed to depend on the surface of the ellipsoid which is mathematically expressed as dependence on the second invariant of \( \mathbf{c} \).

2.5. Governing equations

With the above specifications, Eq. (1) becomes

\[
\frac{\partial \mathbf{u}}{\partial t} = -\partial_\mu (u_\mu \Phi_{\mu}) - \partial_\mu p - \partial_\mu \sigma_\mu
\]
constraint, the extra stress tensor \( \sigma \) arising in the same equation is given by

\[
\sigma_{ij} = -2(1 - \zeta) \epsilon_{ik} \Phi_{kj} + \frac{2}{3} (1 - \zeta) \delta_{ij} \epsilon_{ki} \Phi_{ki}
\]

(13)

If written explicitly, the derivatives of the thermodynamic and the dissipation potential appearing in (12) become

\[
\begin{align*}
\dot{\Phi}_u &= \frac{\mathbf{u}}{\rho} \\
\dot{\Phi}_s &= 2\Gamma \text{tr}(\mathbf{c}) \delta - 2\Gamma \mathbf{c} - k_8 T \mathbf{c}^{-1} \\
\Xi_c &= \frac{1}{2} \{\Lambda \dot{\mathbf{X}} + \dot{\mathbf{X}} \Lambda\} - \frac{1}{2} \text{tr}(\Lambda \mathbf{c}^{-1}) \mathbf{c}
\end{align*}
\]

(15)

We easily verify directly that det \( \mathbf{c} \) remains constant during the time evolution governed by (12). We need to show that \( \frac{\text{det} \mathbf{c}}{\text{det} \mathbf{c}^0} = \frac{(\text{det} \mathbf{c}) \text{tr}(\mathbf{c}^{-1} \mathbf{c}^0)}{D} = 0 \). Indeed, if we multiply (15) with \( \mathbf{c}^{-1} \) and then make trace of the result we clearly obtain zero independently of the particular choice of \( \Lambda \) and \( \mathbf{X} \).

Summing up, the governing Eq. (1) represent (essentially if not literally) the Maffetone–Minale model introduced in [10]. The material parameters \( P_{\text{MM}} \) entering the MM-model are

\[
P_{\text{MM}} = (\zeta, \chi, \Gamma, \Lambda)
\]

(16)

We end this section with a few remarks. The equation governing the time evolution of \( \mathbf{u} \) that appears by inserting the specifications made in Sections 2.1.2.2.2.2.3.2.4 into (1) appears without the parameter \( \zeta \) (i.e. Eq. (12) in which \( \zeta = 0 \)). Following [33], we have modified the equation by including slip into the advection of \( \mathbf{c} \). If \( \zeta = 0 \) then no slip occurs and the colloidal particles are passively and completely advected. If, on the other hand, \( \zeta = 1 \) then the fluid only slides around the suspended particles and the particles themselves remain completely unaffected by the flow. From the physical point of view, the origin of the slip is a dissipative mechanism involving two velocities: one is the overall velocity \( \mathbf{u}/\rho \) and the other is the velocity in a close neighborhood of the fluid-particle interface. Consequently, in order to include the slip directly into the setting of Eq. (1) we need to enlarge the set of state variables (2) by adopting another velocity-type field representing the local velocity close to the interface. A general physical background of this extension is discussed in [34] and the specific implementation on the Hand level of description is made in [35,7].

Finally, we comment about the expression (13) for the extra stress tensor \( \sigma \). The advantage of using the modeling based on Eq. (1) is manifested in particular in the fact that the expression for the extra stress tensor emerges together with the equation governing the time evolution of \( \mathbf{c} \). It means that in order to obtain \( \sigma \) expressed in terms of \( \mathbf{c} \) we do not need any additional physical considerations and the expression is guaranteed to be compatible with the time evolution of \( \mathbf{c} \). We recall that in the standard derivations of rheological models that do not use the structure (1), derivation of \( \sigma \) as a function of \( \mathbf{c} \) requires an independent analysis and the compatibility of the time evolution of \( \mathbf{c} \) and the expression for \( \sigma \) is not guaranteed (for example, the parameter \( \zeta \) is often absent in the expression for \( \sigma \) – see more in [36]).

3. Extended Maffetone–Minale model

Our objective now is to adapt the Maffetone–Minale model recalled in the previous section to more concentrated hard and soft colloids. As we have already mentioned in Section 1, the new physics that we have to introduce into the model is the presence of topological interactions and the complexity of shapes of the suspended particles.

We begin with the topological interactions that we regard, in accordance with [12,16], as a confinement to a cage formed by neighbor particles. There are essentially two distinct ways to express confinements in dynamics. The first is through a particular form of the potential energy (an energy landscape of traps of various depths – see [37–39]) and the second through a new dissipative mechanism in an extra dimension [13,14]. We shall follow the latter path.

First, we recall the way the new dissipative mechanism is introduced in [13,14]. The physical system considered in these papers are concentrated suspensions of polymer chains or polymer melts. The confinement expressing chain-chain interactions has the form of a tube formed by neighbor polymer chains. The extra dimension is the backbone of the chain and the extra motion in this dimension (called reptation) is a diffusion (i.e. a dissipative motion). In order to formulate this physical insight mathematically, we begin with the one chain kinetic theory of dilute polymer suspensions. If written explicitly, the derivatives of the thermodynamic and the dissipation potential appearing in (12) become
radial coordinate. We note that the shape characterized by the continuous necklace \( c(s) \) is not anymore an ellipsoidal shape. It is analogous as expressing (in the Fourier series) a non sinusoidal function through a one parameter family of sinusoidal functions.

In this paper we shall still simplify the formulation. We replace \( c(s,t) \) by \( (c(t), b(t)) \), i.e. we discretize \( s \) and keep only two terms. The necklace characterizing the shapes of the suspended colloidal particles is now discrete, composed of only two beads.

In this particular case we can regard the physical picture also as follows. In order to express the collective nature of the suspended particles, we equip the representative particle that we follow in our mathematical formulation with an additional structure. The particle acquires two flavors (we borrow this terminology from the theory of elementary particles): the flavor \( C \) (described by the tensor \( c \)) and the flavor \( B \) (described by the tensor \( b \)). We can even think of the suspension as being literary composed of two types of particles: particles \( C \) and particles \( B \). The passing from simple (flavorless) particles to particles with two flavors does not change the volume of the particles since \( \det c + \det b \) is required to remain a constant. The imaginary separation into two flavors is made in order to be able to express the collectivity of the particles. The more are the flavors different from each other the more is the shape of the particle their represent different from an ellipsoid.

Now, due to the influence of the neighbor particles, the two flavors interact with each other. First, there is an interaction expressed in the free energy (appearing in the governing equations of the model developed below in terms that proportional to the parameter \( \gamma \)) and second, there is a dissipative mechanism driving the flavors to become identical (appearing in the governing equations in terms proportional to the parameter \( \lambda \)). The first interaction brings an internal structure to the particles (expressing for example the formation or break-up of an interconnected network), the dissipative mechanism is analogous to the dissipative mechanism (reptation) in the tube constraint.

We now follow the steps in the previous section and formulate the time evolution equations.

3.1. Module 1: State variables \( \mathbf{x} \)

With the state variables (2) we are limited to only ellipsoidal shapes. How can we reach beyond ellipsoids while still keeping a relative simplicity of the model? An obvious answer is that we shall characterize the shape of a single colloidal particle not by one ellipsoid (i.e. one tensor \( c \)) but by two or more ellipsoids (i.e. two or more tensors \( c \)). This way of dealing with nonellipsoidal shapes has already been used in [42] in the context of colloids in the presence of surfactants. In this paper we shall not use the “continuous necklace” representation employed in [42] (the necklace consists of a one parameter family of ellipsoids) but a “discrete necklace” representation in which the necklace consists of a finite number ellipsoids expressed mathematically by a finite number of conformation tensors. In this paper we limit ourselves to two ellipsoids on the necklace. We denote the conformation tensors representing them by the symbols \( c \) and \( b \). We are choosing this simplified representation in order to keep the problem of solving the governing equations simple.

The state variables replacing (2) are thus

\[
\mathbf{x} = (\rho(\mathbf{r}), \mathbf{u}(\mathbf{r}), \mathbf{c}(\mathbf{r}), \mathbf{b}(\mathbf{r}))
\]

both \( c \) and \( b \) are symmetric and positive definite

constrained by \( \det c + \det b = \text{const.} \)

(17)

The incompressibility of the suspended particles is now mathematically expressed by \( \det c + \det b = \text{const.} \)

3.2. Module 2: kinematics \( \mathbf{L} \)

The Poisson bracket (3) expressing kinematics of (17) is the bracket

\[
\{A, B\} = \{A, B\}^{(u)} + \{A, B\}^{(c)} + \{A, B\}^{(b)}
\]

(18)

where \( \{A, B\}^{(c)} \) is the same as \( \{A, B\}^{(c)} \) except that the tensor \( c \) in it is replaced by the tensor \( b \). We shall use hereafter the superscript \( (c) \) respectively \( (b) \) to denote quantities associated with the presence of \( c \) respectively \( b \).

3.3. Module 3: dissipation potential \( \Xi \)

The enlarged set of state variables (17) enables us to express complex particle–particle interactions taking place in soft colloids. We shall do it by putting new terms into both the dissipation and the thermodynamic potentials. We begin with the dissipation potential. In addition to two thermodynamic forces (4) (one for \( c \) and the other for \( b \)), we also introduce a new force, we shall denote it by the symbol \( \mathbf{Y} \), expressing interactions in dissipative processes. The physical consideration behind the new term is the following. The thermodynamic forces \( \mathbf{X}^{(c)} \) and \( \mathbf{X}^{(b)} \) drive the morphology of the suspension to equilibrium at which these two thermodynamic forces disappear (and thus the suspended particles become

Fig. 1. Influence of the parameter \( \zeta \) on the steady shear viscosity and the first normal stress difference.
spheres, i.e. \( c = b = \text{const.} \). We now introduce another force \( Y \) that drives nonellipsoidal shapes to ellipsoids (i.e. \( b = c \)). This force generates the diffusion along the backbone of the discrete necklace. The relaxation to spherical shapes is proceeding in two stages. One, driven by the force \( Y \), takes nonellipsoidal shapes into ellipsoidal shapes (for which \( b = c \)) and the second, driven by \( X^{(c)} \) and \( X^{(b)} \), takes the ellipsoids into spheres (i.e. \( c = b = \text{const.} \)).

The forces \( X^{(c)}, X^{(b)} \) and \( Y \) are given by

\[
\begin{align*}
X^{(c)} &= c - \frac{1}{3} \text{tr}(cc^t)c^{-1} \\
X^{(b)} &= b - \frac{1}{3} \text{tr}(bb^t)b^{-1} \\
Y &= (c^t - b^t) + \frac{1}{3} \left( \frac{\det b}{\det c} \right) \text{tr}(cc^t)b^{-1} - \frac{1}{3} \left( \frac{\det c}{\det b} \right) \text{tr}(bb^t)c^{-1}
\end{align*}
\] (19)

The thermodynamic potential replacing (5) becomes

\[
\zeta = \frac{1}{2} \left[ \text{tr}(X^{(c)}A^{(c)}X^{(c)}) + \text{tr}(X^{(b)}A^{(b)}X^{(b)}) + \text{tr}(Y^tY) \right]
\] (20)

where \( A^{(c)}, A^{(b)} \) and \( \lambda \) are material parameters. It is easy to verify that this dissipation potential satisfies all the properties listed in the text that follows Eq. (1) provided \( A^{(c)}, A^{(b)} \) and \( \lambda \) are positive definite matrices. Moreover, we easily verify that indeed \( \det c + \det b = \text{const.} \) remains unchanged during the time evolution (we need to show that \( \left( \det c/c \right) c^{-1} \Xi_c + \left( \det b/b \right) c^{-1} \Xi_b = 0 \)).

3.4. Module 4: free energy \( \Phi \)

The second place where we put the particle–particle interactions is the thermodynamic potential \( \Phi \). The potential energy (11) is extended to

\[
E_{\text{pot}}(x) = \left[ I^{(c)}(\text{tr}c)^2 - \text{tr}cc \right] + I^{(b)}(\text{tr}b)^2 - \text{tr}bb
\]

\[
+ \gamma \left( \text{tr}(c - b)(c - b) \right)
\] (21)

The third term on the right hand side is a new term. It expresses the \( c = b \) interactions with minimum at \( c = b \) (i.e. at colloidal particles with an ellipsoidal shape). In the formulation with the continuous necklace, this term would have the Cahn–Hilliard type from \( \gamma \left( \text{tr}c \right)^2 \). The parameters \( I^{(c)}, I^{(b)} \) and \( \gamma \) are material parameters.

The entropy (8) is extended into

\[
S(x) = \chi \left( \ln \det c + \ln \det b \right)
\] (22)

and the kinetic energy (10) remains unchanged.

3.5. Governing equations

With the new modules, Eq. (1) becomes

\[
\begin{align*}
\frac{\partial u_i}{\partial t} &= -\partial_j(u_i \Phi_u) - \partial_i p - \partial_i \sigma_{ij} \\
\frac{\partial \xi_0}{\partial t} &= c_0 \left( \partial_j \Phi_{u_j} - \zeta^{(c)} D_{ij} \right) + c_0 \left( \partial_j \Phi_{u_j} - \zeta^{(b)} D_{ik} \right) \\
&\quad - \frac{2}{3} \zeta_0 \left( \partial_j \Phi_{u_j} - \zeta^{(c)} D_{ij} \right) - \left[ \Xi_c \right]_c\Phi_c
\end{align*}
\]

Fig. 2. Influence of the parameter \( \zeta \) and the shearing rate on the start-up time evolution of the stress tensor.
\[
\frac{\partial \phi_j}{\partial t} = b_{ik}(\partial_k \Phi_{ij} - \zeta^{(a)} D_{ij}) + b_{ij}(\partial_k \Phi_{ai} - \zeta^{(b)} D_{ai}) - \frac{2}{3} b_{ij}(\partial_k \Phi_{ak}) - \left[\xi_{ij}\right] b^{-1} e_{ij}
\]
(23)

with

\[
\sigma_{ij} = -2(1 - \zeta^{(c)}) C_{ij} + \frac{2}{3}(1 - \zeta^{(d)}) \delta_{ij} C_{ij} - 2(1 - \zeta^{(e)}) b_{ij} \Phi_{ij} + \frac{2}{3}(1 - \zeta^{(f)}) \delta_{ij} b_{ij} \Phi_{ij}
\]

(24)

The derivatives of the potentials \( \Phi \) and \( \Xi \) appearing in these equations have the following explicit form:

\[
\phi_c = 2 \Gamma^{(c)} \text{tr}(c) \delta - 2 \Gamma^{(c)} c + 2 \gamma(c - b) - k_0 \gamma b^{-1}
\]

\[
\phi_b = 2 \Gamma^{(b)} \text{tr}(b) \delta - 2 \Gamma^{(b)} b - 2 \gamma(c - b) - k_0 \gamma b^{-1}
\]

(25)

\[
\Xi_{ij} = \frac{1}{2}(\Lambda^{(c)} X^{(c)} + X^{(c)} \Lambda^{(c)})_{ij} - \frac{1}{2} \text{tr}(\Lambda^{(c)} X^{(c)} c^{-1}) c_{ij}
\]

\[
+ \frac{1}{2}(\lambda Y + \lambda Y, Y)_{ij} + \frac{1}{2} \text{tr}(\lambda Y b^{-1}) \left(\frac{\det b}{\det c}\right) c_{ij}
\]

(26)

\[
\Xi_{bij} = \frac{1}{2}(\Lambda^{(b)} X^{(b)} + X^{(b)} \Lambda^{(b)})_{bij} - \frac{1}{2} \text{tr}(\Lambda^{(b)} X^{(b)} b^{-1}) b_{ij}
\]

\[
- \frac{1}{2}(\lambda Y + \lambda Y, Y)_{bij} - \frac{1}{2} \text{tr}(\lambda Y c^{-1}) \left(\frac{\det c}{\det b}\right) b_{ij}
\]

(27)

Analogously to the choice of the parameter \( \Lambda \) entering the MM-model (see (6)), we choose

\[
\Lambda^{(c)} = A^{(c)} c
\]

\[
\Lambda^{(b)} = A^{(b)} b
\]

\[
\lambda = \lambda(c + b)
\]

(28)

where \( A^{(c)} > 0, A^{(b)} > 0 \) and \( \lambda > 0 \) are material parameters.

Altogether, the material parameters \( P_{\text{EMM}} \) entering the governing Eq. (23) of the Extended Maffettone–Minale model (EMM-model) are

\[
P_{\text{EMM}} = (\Gamma^{(c)}, \Gamma^{(b)}, \gamma, A^{(c)}, A^{(b)}, \lambda, \zeta^{(c)}, \zeta^{(b)}, \chi)
\]

(29)

We note that if \( \gamma = 0 \) and \( \lambda = 0 \) then the EMM-model reduces to the MM-model presented in Section 2. The extension of the MM-model made in this paper consists in representing the suspended particle by a necklace of ellipsoids (in this paper we restrict ourselves to the necklace consisting of only two ellipsoids) rather than a single ellipsoid and in bringing into the model an internal interaction (expressed in the terms proportional to \( \gamma \)) and a new diffusion-type motion along the backbone of the necklace (expressed in the terms proportional to \( \lambda \)).

4. Results

In order to calculate rheological and morphological predictions of the models presented above, we have to make the following steps: (i) we have to specify the values of the parameters ((16) in the case of MM-model and (29) in the case of EMM-model), (ii) we have to specify the externally imposed flow (in the illustrations presented below we limit ourselves only to a simple shear flow...
that is either switched on at the time \( t = 0 \) or changes periodically in time), (iii) we have solve the governing equations (the second equation in (12) in the case of the MM-model and the second equation in (23) in the case of the EMM-model), and (iv) we have to insert the solution to the expression for the stress tensor ((13) in the case of MM-model and (24) in the case of EMM-model). We note that the third step is in principle simple since, from the mathematical point of view, it is a problem of solving numerically a system of ordinary differential equations. We can therefore calculate relatively easily any type of rheological predictions and we can even think of implementing the model into calculations of flows taking place in processing operations.

What are the experimental observations in which the mesoscopic physics that we have expressed in the model developed in this paper may manifest itself? Such observations are certainly not the observations of linear responses to imposed oscillatory flows expressed in the coefficients \( G_0 \) and \( G_00 \). This is because the physical processes that mainly influence the outcome of such observations take place on a more microscopic level than the level on which our model is formulated. We anticipate that the most relevant to our model are nonlinear responses to imposed shear and elongational flows. The main source of experimental data of this type with which we are comparing our predictions is Ref. [11].

When making comparison of experimental data with model predictions we are establishing relation between two sets of parameters: \( P_{exp} \) and \( P_{mod} \). The former is composed of the parameters used in experimental observations to characterize the fluids under investigation, the latter are the parameters used for this purpose in the model. In the MM-model they are (16), in the EMM-model they are (29). In this paper we shall remain only with a qualitative comparison of experimental and theoretical results and we shall not enter into the investigation of the relation \( P_{exp} \rightarrow P_{mod} \). The more detailed quantitative comparison requires further extensions of the MM-type models in which more details of the complex physics taking place in colloids is expressed. The qualitative agreement (demonstrated below) that we find already with MM and EMM models indicates the pertinence of the mesoscopic physics that we put into these simple models. We hope to build a family of MM-models with varying amount of details of the physics involved in future papers.
4.1. Rheological and morphological predictions of the MM-model (12) and (13)

We recall that the mesoscopic physics that we have put into the MM-model can be summarized as follows: (i) the droplets have an ellipsoidal shape, (ii) the droplets are deformable but incompressible, and (iii) the droplet deformations are controlled by their surface area.

Our objective is in this section twofold. First, we show that the physics expressed in the point (i)–(iii) above is enough to reproduce the important qualitative features of the rheology of colloids, namely the appearance of shear thickening followed by shear thinning in shear viscosity versus shear rate curves (see [11]). Second, we then show what are the corresponding predictions of the behavior of the first normal stress difference, predictions of responses in elongational flows (also measured in [11]), and Lissajous curves.

For the illustration we choose the following MM-model parameters: $C_c = 1$, $X_c = 1$, $v = 1$ and we use two values 0 and 0.2 of $f$.

Fig. 1 depicts steady shear viscosity and the first normal stress difference $\Psi_1$ for two values of the parameter $\zeta$. In Fig. 2 we show the start-up time evolution of the shear stress for the shear rates 1 and the parameter $\zeta = 0.2$ and for the shear rate 10 and the parameter $\zeta = 0.2$ and $\zeta = 0$. In Figs. 3 and 4 we show the Lissajous curves for the two values of $\zeta$. The value of pulsation is fixed to 1 and the amplitude takes two values 1 and 10. The morphology characterized by the tensor $c$ is shown for 4 cycles of the alternate shearing starting from the rest. Fig. 5 depicts the elongational response of the MM-model. The parameters used are $X_c = 1$, $v = 1$, $f = 0.5$. In order to see the indirect effect of concentration the parameter $f$ has been modified. Differents values has been used : 0.01, 0.1, 1, 10. The velocity gradient tensor has a diagonal form $\beta_1 u_1 = 2$, $\beta_2 u_2 = -1$, $\beta_3 u_3 = -1$.

Fig. 6. Influence of $\lambda$ and $\gamma$ on the rheometry response.

Fig. 7. Effect of shear rate on the start-up response with $\lambda = 2$ and $\gamma = 2$. 
4.2. Rheological and morphological predictions of the EMM-model (23) and (24)

We recall that the EMM-model extends the MM-model by, first, allowing nonelliptical shapes of the droplets, and second, introducing new interactions, both inside the droplet and among the droplets. Our objective in this section is to show how this additional physics modifies the rheological predictions.

In the EMM-model both c and b characterize the morphology. As an illustration, we calculate predictions for the parameters $\xi = 0.8, \xi = 1/a^2, \lambda = 0, \gamma = 2$

\begin{align*}
\xi_c &= 0.3, 
\xi_b = 0.3 \\
\xi_c &= 0.3, 
\xi_b = 1 \\
\xi_c &= 1, 
\xi_b = 0.3 \\
\xi_c &= 1, 
\xi_b = 1
\end{align*}

\[ \Gamma_B = 0.3, \Gamma_C = 1 \]
\[ \Gamma_B = 1, \Gamma_C = 0.3 \]
\[ \Gamma_B = 1, \Gamma_C = 1 \]

\[ \Gamma_B = 0.3, \Gamma_C = 1 \]

\[ \Gamma_B = 1, \Gamma_C = 0.3 \]

\[ \Gamma_B = 1, \Gamma_C = 1 \]

Fig. 8. Lissajous curves for $\lambda = 2$ and $\gamma = 0$ or 2.

Fig. 9. Effect of concentration on the shear response of the EMM-model.

Fig. 10. Effect of concentration on the elongation response of the EMM-model.
values of the parameters $\lambda$ and $\gamma$. Start-up time evolution is presented in Fig. 7 for increasing shear rate: 1, 10, 100. Comparison of Lissajous curves with unit pulsation and increasing amplitude: 0.5, 5, 50 is shown in Fig. 8.

In order to study the effect of concentration we have fixed the following parameters: $\Omega_e = 1, \gamma = 1, \Omega_b = 0.1, \xi_C = 0.8, \xi_b = 1/a^2, \lambda = 0, \gamma = 2$ and we have modified the values of parameters $\Gamma_e$ and $\Gamma_b$. This choice gives a qualitative fit to figures presented in [11]. Fig. 9 shows the effect of the modification of these last two parameters. In Fig. 10 the elongational response is shown with the velocity gradient given by the diagonal matrix $\partial_1 u_1 = 2, \partial_2 u_2 = -1, \partial_3 u_3 = -1$.

Fig. 11 depicts the Lissajous curves for different values of $\Gamma_e$ and $\Gamma_b$ and for the frequency that equal to one.

Finally, and in order to see the effect of the parameter $\lambda$, Fig. 12 shows the effect of the modification of this parameter in the interval from 0 to 2. All the other parameters are kept without modification.

The effect of the extra term in the energy that expresses collective interactions is seen in the dependence of the predictions on the parameter $\gamma$. The emergence of the second bump on Fig. 7 can be interpreted physically as an emergence and subsequent disappearance of a collective structure (as e.g. a network structure). Indeed, we note that when $\gamma = 0$ then the second bump disappears. The effect of the new dissipative mechanism (that is analogous to reptation in the context of polymer chains) is seen in the dependence of the predictions on the parameter $\lambda$. As for the role of the slip, we see again, as we have already seen in the MM-model, that the interactions, both internal and collective, become more influential with the slip.

5. Concluding remarks

How to model (on a mesoscopic level of description and in a relatively simple way) rheological behavior and morphology of concentrated suspensions in which particle–particle interaction play an important role? Following example of the reptation theory, we make the following two steps. First, we regard the particle–particle interactions as a confinement (to a tube in the case of polymer chains and to a cage in the case of particle suspensions). Second, we express mathematically the influence of the confinement on the particle motion by introducing one extra dimension (backbone of the chain in the case of polymers and a radial coordinate inside the cage in the case of particle suspensions) in which diffusive (i.e. dissipative) motion takes place. In this paper we make this two steps on the mesoscopic level on which Maffettone and Minale formulated [10] their original rheological model of suspensions of
deformable particles. The resulting extended model retains the relative simplicity of the original Maffetonne–Minale model (MM-model) but its predictions move closer to the observed rheological and morphological behavior of concentrated colloids (see e.g. [11]). The extended MM-model is in fact a framework that can be filled with many different physical insights. Rheological and morphological predictions of the extended MM-model are illustrated on one example in which the internal energy is a sum of two terms, one is proportional to the surface area of the particle, and the other expresses the particle–particle interactions. We hope to formulate a multiscale model (i.e. a family of mutually related MM-models with varying amount of details of the physics involved) in future papers. With such multiscale model we then expect to be able to identify details of the physics playing an essential role in determining rheological and morphological behavior of colloids and transform the qualitative agreement with experimental results that we see in this paper with the MM- and EMM-models into a quantitative agreement. Finally, we emphasize that the mesoscopic modeling explored in this paper is complementary to direct simulations (e.g. [16]) in which the point of departure is the physics of individual particles.

Acknowledgment

One of the authors (M.G.) acknowledges the financial support provided by the Natural Sciences and Engineering Research Council of Canada.

References