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Impact of Avatar Facial Anthropomorphism on Body Ownership, Attractiveness and
Social Presence in Collaborative Tasks in Immersive Virtual Environments

Charlotte Dubosca,1,⇤, Geo↵rey Gorissea,1,⇤, Olivier Christmanna, Sylvain Fleurya, Killian Poinsota, Simon Richira

aArts et Métiers Institute of Technology, LAMPA, 53810 Changé, France

Abstract

E↵ective collaboration in immersive virtual environments requires to be able to communicate flawlessly using both verbal and
non-verbal communication. We present two experiments investigating the impact of facial anthropomorphism on the sense of body
ownership, avatar attractiveness, social presence and performance in two collaborative tasks. In the first experiment participants
have to solve a construction game according to their partner’s instructions using three avatars presenting di↵erent facial properties.
Results reveal no significant di↵erence in terms of body ownership and social presence, but demonstrate significant di↵erences
in terms of attractiveness and completion duration of the collaborative task. Unexpectedly, correlation analyses also reveal a link
between attractiveness and performance. The more attractive the avatar, the shorter the completion duration of the game. Our second
experiment was designed to investigate further the potential impact of the task carried out on the sense of social presence using the
same avatars. While we observed a very high sense of social presence in both tasks (asymmetric collaboration and negotiation)
with every avatar, our results did not reveal significant di↵erence between the three conditions. However, we observed statistically
significant di↵erences between the two task types. The scores of the co-presence and of the perceived message understanding
dimensions of social presence were higher during the negotiation task. The sense of social presence appears to be task sensitive,
especially when non-verbal communication becomes more important during face-to-face interaction in immersive collaborative
virtual environments.
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1. Introduction

Understanding the processes allowing people to collaborate
in immersive virtual environments is a current challenge at the
crossroad of computer science and psychology for virtual re-
ality researchers. It is necessary to understand such mecha-5

nisms to develop applications allowing users to interact together
through virtual characters (avatars) [1] while providing a satis-
fying user experience. Several studies aim at investigating the
impact of multisensory integration (e.g. visuomotor and visuo-
tactile synchrony [2]) or virtual characters’ properties such as10

realism, eye gaze or lip synchronization relying most of the time
on human characters [3, 4, 5, 6]. Such research uses eye track-
ing technologies and/or full-body tracking. However, there is
a technological gap between lab experiments and most avail-
able virtual reality applications. In this context, we decided to15

conduct an experiment based on lightweight setups avoiding re-
lying on full-body tracking to control virtual legs and arms to
be in line with a lot of use cases and mass market virtual reality
devices. We designed a study involving three robotic avatars
allowing to use non-human body schema (no legs, and floating20

hands) presenting di↵erent anthropomorphic facial properties
(Figure 1).
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We conducted a first experiment to investigate if more realis-
tic anthropomorphic facial properties favor the attractiveness of
virtual characters [7, 8, 9] as well as users’ sense of body own-25

ership [10] and social presence [11, 12]. This experiment also
aims at investigating if such facial properties allow for better
performance thanks to an improved adequacy between verbal
and non-verbal communication in an asymmetric collaborative
situation where participants must follow their partner’s instruc-30

tions alternately to solve a puzzle game. While we observed
significant di↵erences in terms of attractiveness and perfor-
mance in this first experiment, we wanted to investigate further
the way the type of task carried out could a↵ect participants’
sense of social presence using the same avatars. Therefore, we35

report a second experiment where participants performed a ne-
gotiation task. These tasks were designed to match potential
collaborative situations and use cases of remote collaboration
in immersive virtual environments.

The next section presents a state of the art on body owner-40

ship, attractiveness and social presence as well as an overview
of several factors influencing communication and collaboration
in immersive virtual environments. Section 3 presents our three
avatars and the setup used in both experiments. The first ex-
periment is reported in Section 4 and the second experiment in45

Section 5. Section 6 presents the limits of these studies and po-
tential future work. Section 7 concludes and summarizes our
contributions.
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Figure 1: Screenshot of the three avatars embodied by the participants in the immersive collaborative virtual environment of the experiment.

2. Related Work

2.1. Body Ownership50

The sense of body ownership is part of the embodiment pro-
cess in virtual environments. The sense of embodiment refers
to the feeling of being located inside, of owning and control-
ling another body. According to Kilteni et al. [13], the sense
of embodiment towards a virtual body could be defined as the55

sense that emerges when the virtual body’s properties are pro-
cessed as if they were the properties of one’s own biological
body. Three dimensions are identified as part of the sense of
embodiment in immersive virtual environments:

• Self-location, corresponding to a determinate volume in60

space where users feel located. The sense of self-location
is mainly a↵ected by bottom-up factors such as visuotac-
tile synchrony [14, 15] or perspective [16, 17, 18].

• Agency, defined as the ”global motor control, including
the subjective experience of action, control, intention, mo-65

tor selection and the conscious experience of will” [19].
Bottom-up factors also impact the sense of agency. For
instance, visuomotor synchrony appears to be a very ef-
fective contributor [17, 20, 21, 22]. The sense of agency is
also correlated with an internal locus of control [23].70

• Body ownership, which refers to one’s self-attribution of
a body [13]. Both bottom-up [24, 2, 10] and top-down
factors [20, 25, 26, 27] can impact the sense of body own-
ership.

While self-location and agency are important to embody75

avatars in virtual environments, our study focuses especially on
the sense of body ownership. According to previous work, none
of our variables are supposed to impact other dimensions of the
sense of embodiment. The famous Rubber Hand Illusion (RHI)
paradigm [28] demonstrated that it was possible to induce a pro-80

prioceptive drift through synchronous visuotactile stimulation
between a real and a fake hand resulting in a sense of ownership
over the fake limb. Based on such results, the same paradigm
has been replicated in virtual environments [29] demonstrat-
ing that multisensory integration (e.g. visuomotor and visuo-85

tactile synchrony) [2] is a critical contributor to the emergence

of a sense of ownership that allows the embodiment of avatars
with di↵erent morphological and demographic characteristics
[30, 31, 32, 18]. Moreover, pre-baked facial animations of non-
photorealistic virtual humans can induce an enfancement illu-90

sion in which users tend to believe that virtual characters’ faces
are their own faces [33]. Nevertheless, it has also been demon-
strated that morphological similarities can impact positively the
sense of ownership [27, 26, 25, 20].

In the frame of our experiment, we expect participants to be95

able to embody every robotic avatar thanks to visuomotor syn-
chrony (head, torso and hand positions and rotations), but that
the di↵erent facial properties may impact the sense of owner-
ship. In addition, it should be noted that sharing a virtual envi-
ronment with other users does not impact the sense of embodi-100

ment [34].

2.2. Attractiveness

It is acknowledged that attractiveness of avatars has a signif-
icant impact in both single and multi-user applications. It can
impact the way participants evaluate and to what extent they105

feel comfortable using their avatar [9]. It can also a↵ect the
way people behave and interact when they are exposed to so-
cial situations in immersive virtual environments [35] or even
their performance in massively multiplayer online games [36].
Several characteristics can a↵ect attractiveness evaluations of110

virtual characters. For instance, previous studies demonstrated
that realism is not a good predictor of attractiveness [7, 8]. The
work of Zell et al. [7] illustrates the importance of consistency
between the level of stylization of the shapes and materials of
the characters, with inconsistencies having a negative impact on115

their attractiveness. The work of Fleming et al. [8] also reveals
the significant influence of shapes and proportions. Their re-
sults showed that attractiveness evaluations are more favorable
for avatars with an intermediate level of stylization compared to
the original and highly realistic scanned 3D models. However,120

McDonnell et al. [37] demonstrated that both highly realistic
and highly abstract character could be rated as more appealing,
which may be explained by the occurrence of an uncanny valley
e↵ect for intermediate conditions [38, 39]. Therefore, avatar vi-
sual fidelity has to be taken into account when designing virtual125

characters as it a↵ects the way users behave when controlling
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and interacting with their avatar [9, 20]. According to Garau
[5], visual fidelity of virtual characters can be categorized in
three criteria:

• Anthropomorphism (non-humanoid <-> humanoid): Mor-130

phological characteristics of the virtual character.

• Realism (cartoonish <-> photorealistic): level of detail of
the mesh and textures of the 3D model.

• Truthfulness (does not look like the user <-> looks like the
user): degree of similarity between the user and the virtual135

character [40].

Based on previously reported studies, it is acknowledged that
realism [7, 8, 37] and truthfulness [9, 20] can a↵ect users’ per-
ception of virtual characters. To further complete such results
we are interested to investigate if facial anthropomorphism im-140

pacts avatar attractiveness evaluations in immersive collabora-
tive virtual environments.

2.3. Communication in Collaborative Virtual Environments
If visual fidelity is an important factor to consider when deal-

ing with attractiveness, it has also been demonstrated that be-145

havioral fidelity, through gestures and facial expressions, has to
be taken into account to allow for a flawless communication in
virtual environments [5, 41]. Social interactions rely on both
verbal and non-verbal communication. While verbal communi-
cation contributes to social interactions in virtual environments150

[42, 43], this study does not focus on this aspect as it is not di-
rectly linked to virtual characters’ facial properties. However,
non-verbal communication and collaboration could be a↵ected
by the anthropomorphism level. The more realistic facial prop-
erties are, the more users’ real expressions can be reproduced.155

Non-verbal communication includes gestures, body postures,
facial expressions, micro-expressions and can be either con-
scious or unconscious. Used in combination with verbal com-
munication, gestures add an emotional valence and help to com-
municate. Regarding virtual characters, it has been demon-160

strated that more accurate gestures allow for better non-verbal
communication [44]. However, anthropomorphism can impact
the way users perceive virtual characters’ actions and move-
ments [45]. In addition, unconscious and therefore uncontrolled
expressions have been the subject of studies aiming to investi-165

gate the impact of virtual agents’ expressiveness and their abil-
ity to communicate emotions [46, 47]. Current mass market
virtual reality devices do not allow users’ facial expressions to
be recorded and transferred to their avatar unless a custom head-
set is used [48]. Nevertheless, recent research demonstrates170

that it is possible to enhance self-identification using pre-baked
animations for facial expressions [33]. Gaze animations can
also impact users’ perception of communication [49] and pro-
vide visual clues concerning the attention state of their part-
ner [3, 4, 50]. According to these studies, a more realistic eye175

gaze implementation leads to higher communication potential
and more realistic responses during dyadic interactions. Over-
all, conscious non-verbal communication (gestures and facial
expressions) appears to improve users’ sense of co-presence in
virtual environments [51].180

2.4. Social Presence

The sense of co-presence is part of the sense of social pres-
ence and is essential to any collaborative application in immer-
sive virtual environments [52]. One could experience a sense
of co-presence when facing social actors such as virtual charac-185

ters controlled by other persons (avatars) or autonomous vir-
tual agents [53]. In the frame of our experiment, we focus
especially on two dimensions of the sense of social presence
identified by Harms and Biocca [54] as they appeared to be
particularly relevant regarding the tasks of our experiment: co-190

presence and perceived message understanding. First, the sense
of co-presence is defined as the belief of not being alone and the
degree of mutual awareness. It requires users to be collocated
in a shared space. Second, the perceived message understand-
ing dimension refers to two di↵erent aspects of communication.195

It concerns users’ ability to understand the messages being re-
ceived from their interactant. It also refers to their perception
of their interactant’s level of message understanding.

It has been demonstrated that visually representing a commu-
nication partner in virtual environments makes it possible to lo-200

cate him and thus to induce a sense of social presence [55, 56].
While previous experiments studied the impact of visual real-
ism on the sense of co-presence in collaborative virtual envi-
ronments [51, 57, 6], it should be noted that these experiments
were carried out almost twenty years ago and that there is a205

graphic gap and some technological limitations which should
be taken into account. Garau et al. [6] demonstrated that hu-
manoid avatars with a high level of visual fidelity and realistic
gaze induce a higher sense of social presence than avatars with
a random gaze system. This experiment also highlights the fact210

that the higher the visual fidelity, the higher the requirements
for realistic behavior. Similarly, Bente et al. [58] found that
participants felt higher levels of co-presence when their com-
munication partners maintained longer mutual eye contact us-
ing simulated gaze data. In terms of anthropomorphism, it has215

been demonstrated that users seem to be less prone to accept
virtual characters’ flaw as they get closer to realistic human ap-
pearance [57, 9, 37]. Back in 2003, the experiment of Nowak
and Biocca [57] revealed that participants felt a higher level
of co-presence when interacting with an avatar presenting a220

lower anthropomorphism level than the one with the highest
visual fidelity. However, authors underline that the most re-
alistic condition was based on floating heads without a body
which could induce revulsion responses from some participants
who reported feeling strange about interacting with such virtual225

characters. This statement is in contrast with the work of Her-
rera et al. [59], Heidicker et al. [60] and Greenwald et al. [61]
who observed high levels of co-presence with partial avatars
(floating head and hands) and sometimes even higher than with
full-body characters presenting low tracking fidelity [59, 60]. It230

appears that a partial virtual body could be better than a tech-
nically limited full-body representation. To investigate further
the impact of avatar anthropomorphism we ran two experiments
using avatars with di↵erent facial properties.
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3. Avatars and Apparatus235

3.1. Avatars

We designed three avatars (Figures 1, 2) used in both the
asymmetric collaborative task (AC) of the first experiment and
in the negotiation task (N) of the second experiment to investi-
gate the impact of facial anthropomorphism on body ownership,240

attractiveness, social presence and collaboration in immersive
virtual environments. Each pair of participants embodies one
of the three avatar conditions classified according to their facial
properties:

• Robot 1 (R1): virtual eyes and mouth. The screen-based245

face displays a set of textures to animate both the eyes and
the mouth. The robot’s mouth is animated when the user
is speaking using a sequence of six textures.

• Robot 2 (R2): physical eyes and virtual mouth. The virtual
mouth is an equalizer displaying bars matching the inten-250

sity of the user’s vocal frequencies.

(a) Robot 1 (R1) (b) Robot 2 (R2) (c) Robot 3 (R3)

Figure 2: Screenshots of the three avatar conditions of the experiment with
inactive (top) and active mouths (bottom).

(a) Room 1 (b) Room 2

Figure 3: Participants equipped with the HTC Vive pro virtual reality headset.

• Robot 3 (R3): physical eyes and mouth. The physical jaw
moves according to the user’s voice intensity.

It should be noted that in these experiments the di↵erent fa-
cial properties require di↵erent gaze implementations due to the255

nature of the eyes (texture versus mesh) to achieve a convinc-
ing gaze behavior. While we use a set of textures to animate
the eyes of the first robot (R1), both the second (R2) and the
third robot (R3) benefit from a model that aligns the eyes in a
plausible way depending on the movement of the participants.260

The resulting behavior can be observed in the video provided
as supplementary material.

3.2. Apparatus
Two HTC Vive pro are used for both experiments to display

the virtual environment at a refresh rate of 90 Hz with a reso-265

lution of 2880 x 1600 pixels (1440 x 1600 pixels per eye) and
a field of view of 110 degrees (Figure 3). We used the six de-
grees of freedom of the headset and of the controllers to track
the participants and to animate their avatars. The triggers of
the controllers were used to grab and interact with the objects270

of the experiments. Computers are composed of an Intel Xeon
E5-1607 @ 3.10 GHz processor and a Nvidia GeForce GTX
1080 graphics card.

4. Experiment 1: Asymmetric Collaboration

In the first experiment each pair of participants embodies one275

of the three characters presented in Section 3 (same avatar for
each pair of participants (Figure 2)) in a between-subject de-
sign. They have to collaborate to solve two puzzle games (Fig-
ure 4). Each participant has the plan corresponding to his/her
partner’s puzzle. It creates an asymmetric collaborative situa-280

tion where they have to explain alternately where to place the
3D parts on the game boards. At the end of the experiment the
participants evaluate the attractiveness of the avatar, their sense
of body ownership and their sense of social presence. These
data are then compared with their performance to achieve the285

collaborative task.

4.1. VR application
The virtual reality application used for the experiment was

developed using the real-time 3D engine Unity. The environ-
ment consists in a room matching the avatars’ appearance and290

textures to create a coherent and plausible environment. Both
avatars appear in the center of the room on each side of the ta-
ble where the game boards are located. Participants are able
to communicate using both verbal and non-verbal communica-
tion, but they cannot see their partner’s plan required to com-295

plete their own puzzle.

4.2. Participants
36 participants (10 females and 26 males) aged from 21 to

47 (M = 23.42, SD = 4.34) were recruited for the experiment.
Each subject has a correct or corrected vision. All the partic-300

ipants had prior experience with immersive virtual reality and
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Figure 4: Participants performing the collaborative task.

29 of them play video games at least 2 hours a week. 22 out of
29 are used to playing multiplayer online games. We recruited
experienced participants as we believe our results will be more
relevant for future use cases considering the fact that in a near305

future most people will have such an experience with virtual
reality. Indeed, participants experiencing VR for the first time
may be distracted by the novelty and might be less focused on
the task and their partner, which could have an impact on the
results in terms of both performance and subjective measures.310

4.3. Procedure and Measures
Prior to the experiment each participant read and signed a

consent form. Participants were informed that they were free
to withdraw from the experiment at any time without giving
reasons. Then, they filled the pre-experiment questionnaire to315

collect their demographic information as well as relevant data
regarding the content of the experiment such as any previous
experience with virtual reality and video games.

Each pair of participants was provided with the necessary in-
structions to begin the experiment and was equipped with the320

virtual reality headset in a separated room. As soon as the par-
ticipants were geared up, they were immersed in the virtual en-
vironment. The experiment began in two distinct virtual rooms
where they embodied their avatar for two minutes in front of a
virtual mirror. Then, they met each other in another environ-325

ment dedicated to the collaborative task. Each participant had
to complete two puzzles on his/her table. As a training phase
they completed the first puzzle independently as they had the
plan and the parts on their own virtual table. As soon as both
participants completed their first puzzle, they had to collaborate330

to complete the second one following the instructions of their
partner who had the corresponding plan on his/her side.

At the end of the experiment participants completed the ques-
tionnaire to assess the sense of body ownership, the sense of so-
cial presence (co-presence and perceived message understand-335

ing dimensions of the Networked Mind Social Presence Mea-
sure [54]) and the attractiveness of their avatar [7] using seven-
point semantic scales (Table 1). Objective performance data
were collected via the application in a CSV (Comma-Separated
Values) file. This file contains the completion duration (CD) of340

the task as well as the speaking duration (SD) of each partici-
pant.

Table 1: Body ownership and attractiveness questionnaire. Items range from 1
to 7.

Body ownership

I felt that the virtual body that I saw when I looked down was my
body.

I felt that the virtual body I saw in the mirror was my body.

I felt that the virtual body was not me.*

Attractiveness

To what extent your avatar seemed attractive to you?

Social Presence (Co-presence)

I noticed my partner.

My partner noticed me.

My partner’s presence was obvious to me.

My presence was obvious to my partner.

My partner caught my attention.

I caught my partner’s attention.

Social Presence (Perceived Message Understanding)

My thoughts were clear to my partner.

My partner’s thoughts were clear to me.

It was easy to understand (my partner).

My partner found it easy to understand me.

Understanding my partner was di�cult.*

My partner had di�culty understanding me.*

* reverse scored item.

4.4. Hypotheses

Based on previous work reported in our literature review and
to the proposed experimental design, here is a list of hypothe-345

ses relative to the impact of facial anthropomorphism on attrac-
tiveness, body ownership, social presence and performance in
collaborative tasks:

• H1: Avatars presenting a high level of facial anthropomor-
phism improve users’ sense of body ownership in immer-350

sive collaborative virtual environments.

• H2: Avatars with more anthropomorphic facial properties
are more appealing to users in immersive collaborative vir-
tual environments.

• H3: Avatars presenting a high level of facial anthropomor-355

phism improve users’ sense of social presence in immer-
sive collaborative virtual environments.

• H4: Avatars presenting a high level of facial anthropomor-
phism enable better communication and performance in
collaborative tasks in immersive virtual environments.360
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4.5. Results
Data were tested for normality and homogeneity of variance.

The Shapiro-Wilk Test revealed that most of the variables were
not normally distributed and Levene Test showed that the vari-
ances for body ownership, attractiveness and objective perfor-365

mance were not equal (p < 0.05). As our data violate paramet-
ric tests’ assumptions, we used alternative non-parametric tests
except for social presence. Results are considered significant
when p < 0.05 (Table 2). Bonferroni’s correction was applied
to adjust alpha value for post-hoc pairwise comparisons result-370

ing in a significance level set at p < 0.017.

4.5.1. Body Ownership
A Kruskal-Wallis Test revealed no significant di↵erence in

ownership scores between the three avatar conditions (Figure
5a) (p > 0.05). Thus we cannot state that the facial anthropo-375

morphism level of the three avatars proposed in this experiment
impact users’ sense of body ownership leading to reject our first
hypothesis (H1).

4.5.2. Attractiveness
A Kruskal-Wallis Test revealed a statistically significant380

di↵erence in avatars’ attractiveness scores between the three

avatar conditions (1 N = 12: R1, 2 N = 12: R2, 3 N = 12:
R3), �2 (2, N = 36) = 11.61, p = 0.003 (Figure 5b). The R2
group recorded the higher median score (Md = 6.00), while the
R3 group recorded a value of 5.50 and the R1 group a value of385

4.00. A Mann-Whitney U Test revealed a significant di↵erence
in the attractiveness scores of R1 (Md = 4.00, N = 12) and R2
(Md = 6.00, N = 12), U = 27, Z = -2.69, p = 0.008. Another
significant di↵erence was observed in the attractiveness scores
of R1 (Md = 4.00, N = 12) and R3 (Md = 5.50, N = 12), U =390

27, Z = -3.15, p = 0.002. Although we observed no significant
di↵erence between the Robot 2 and the Robot 3 conditions, our
second hypothesis (H2) seems valid.

4.5.3. Social presence
A one-way between-groups analysis of variance was con-395

ducted to explore the impact of avatar’s facial anthropomor-
phism on sense of co-presence and perceived message under-
standing. There was no statistically significant di↵erence at the
p < .05 level in co-presence score for the three conditions: F (2,
33) = 2.4, p = 0.10. Concerning perceived message understand-400

ing score, there was no statistically significant di↵erence either:
F (2, 33) = 1.5, p = 0.24. These results do not confirm our third
hypothesis (H3) and led us to develop a second experiment to
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(b) Boxplot of the attractiveness scores of the three avatars.
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(c) Boxplot of the completion durations.
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(d) Boxplot of the relative speaking durations.

Figure 5: Boxplots of the results of the asymmetric collaborative experiment. * p<0.05, ** p<0.01, *** p<0.001.
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investigate further the potential e↵ect of the task carried out by
the participants on their sense of social presence.405

4.5.4. Completion and Speaking Durations
A Kruskal-Wallis Test revealed a statistically significant dif-

ference in the completion duration depending on the controlled
avatar (1 N = 12: R1, 2 N = 12: R2, 3 N = 12: R3), �2 (2, N
= 36) = 13.33, p = 0.001 (Figure 5c). The R2 group recorded410

the lower median duration (Md = 443.50 s), while the R1 group
recorded a duration of 732.00 s and the R3 group a duration of
596.50 s. A Mann-Whitney U Test revealed a significant dif-
ference in the completion duration between R1 (Md = 732.00
s, N = 12) and R2 (Md = 443.50 s, N = 12), U = 8, Z = -3.71,415

p < 0.001. A trend can be observed in the completion duration
between the R1 (Md = 732.00 s, N = 12) and R3 (Md = 596.50
s, N = 12), U = 40, Z = -1.86, p = 0.064.

The speaking duration being obviously linked to the comple-
tion duration, we first calculated a relative speaking duration420

(score between 0 and 100, where 0 means that the participants
did not speak and 100 that they spoke for the entire duration of
the experiment). A Kruskal-Wallis Test revealed no significant
di↵erence in the relative speaking duration between the three
avatar conditions (p > 0.05).425

According to the completion duration of the experiment, it
seems that the facial anthropomorphism level of the three avatar
conditions can impact users’ performance, especially when

comparing the avatar presenting the lower anthropomorphism
level (R1) to the others (R2 and R3) which is consistent with430

our fourth hypothesis (H4). However, it does not impact the
duration of their verbal communication.

4.5.5. Correlations
Using Spearman correlations (Table 3), we unexpectedly ob-

served a strong negative correlation between avatar attractive-435

ness and completion duration, rho = -0.564, n = 36, p < 0.001.
The more attractive the avatar, the shorter the completion dura-
tion. However, the collected data are not su�cient to explain
such results and no mediation analysis can be carried out to
test if attractiveness could act as a mediator between anthropo-440

morphism and performance as normality and homogeneity of
variance assumptions are not met.

4.6. Discussion

We observed several significant di↵erences between the three
facial anthropomorphism conditions (R1: virtual eyes and445

mouth, R2: physical eyes and virtual mouth, R3: physical
eyes and mouth), especially concerning attractiveness (H2) and
users’ performance regarding the task completion (H4). How-
ever, we observed no statistically significant di↵erence con-
cerning the sense of ownership and the sense of social presence.450

Therefore, we cannot validate our first (H1) and third (H3) hy-
potheses.

Table 2: Statistical summary of the answers to the post experiment questionnaire (Ownership (O), Attractiveness (Att), Co-presence (CP) and Perceived Message
Understanding (PMU)) and of the objective data (Completion Duration (CD) and Relative Speaking Duration (RSD)).

Robot 1 (R1) Robot 2 (R2) Robot 3 (R3)

x̄ � x̄ � x̄ � p

O 4.81 1.59 5.31 0.72 4.78 1.07 0.558

Att 4.25 0.87 5.42 1.24 5.42 0.45 0.003*

CP 5.64 1.03 6.41 0.60 5.96 0.92 0.104

PMU 5.01 0.71 5.44 0.71 5.57 1.03 0.242

CD 774.50 213.47 473.00 105.98 538.33 156.61 0.001*

RSD 52.29 10.90 46.25 9.09 47.69 11.00 0.392

Mean and standard deviation are provided for each condition (R1, R2 and R3). * indicates significant di↵erences.

Table 3: Spearman correlation between Ownership (O), Attractiveness (Att), Co-presence (CP), Perceived Message Understanding (PMU), Completion Duration
(CD) and Relative Speaking Duration (RSD).

O Att CP PMU CD RSD

Ownership (O) - 0.129 0.311 0.102 -0.012 0.123

Attractiveness (Att) - -0.037 0.02 -0.564** -0.07

Co-presence (CP) - 0.523** -0.227 -0.163

Perceived Message Understanding (PMU) - -0.251 -0.012

Completion Duration (CD) - 0.094

Relative Speaking Duration (RSD) -

* p < 0.05 (2-tailed), ** p < 0.01 (2-tailed)
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The sense of ownership is high for each avatar, which means
that participants were able to embody every robot indepen-
dently of their facial properties. We expected high ownership455

scores for every condition thanks to visuomotor synchrony act-
ing as a critical bottom-up contributor [2]. Nevertheless, we
also expected potential significant di↵erences with higher sense
of ownership for avatars presenting higher anthropomorphism
levels as human-like similarities could increase the sense of em-460

bodiment [25, 20]. However, it seems that the di↵erences be-
tween our facial anthropomorphism conditions, only limited to
facial properties (same virtual body and hands), are too slight
to a↵ect the sense of ownership. Indeed, participants cannot
see their own avatar’s face as soon as they join the collaborative465

room (no virtual mirror anymore).
Our results demonstrate that attractiveness levels are signif-

icantly higher for both the second condition (R2) and the third
condition (R3) compared to the first one (R1). Participants tend
to prefer avatars with more anthropomorphic facial properties,470

which demonstrates the validity of our second hypothesis (H2).
Back to the three criteria of visual fidelity (see section 2.2)
[5], previous experiments demonstrated that realism is not a
good predictor of attractiveness [62, 7, 37], but that truthfulness
can improve attractiveness evaluations of virtual characters [9].475

Based on our results, it seems that facial anthropomorphism can
also positively impact of virtual characters’ attractiveness eval-
uations, at least concerning their facial properties (eye gaze and
mouth type). However, it should be noted that these results are
observed for non-realistic avatars and that virtual humans could480

lead to di↵erent outcomes. Moreover, attractiveness evaluations
are subjective and, despite the fact that the facial properties of
the avatars are actually di↵erent, artistic design can also impact
subjective evaluations of attractiveness.

We observed no significant di↵erence in terms of social pres-485

ence between the three avatars and we assume that it may be due
to the type of task carried out by the participants. In this asym-
metric collaborative task they tend to focus most of the time
on the game board relying on verbal communication to follow
their partner’s instructions. This observation led us to develop490

a second experiment focusing on social presence introduced in
the next section of this paper.

Objective data revealed that participants performed signifi-
cantly better using the second condition compared to the first
one with shorter completion duration. We also observed a trend495

between the first and the third conditions, the third one allow-
ing for better performance. Overall participants tend to per-
form better in collaborative tasks using more anthropomorphic
avatars. However, the statistical analysis revealed no signifi-
cant di↵erence when comparing the relative speaking duration.500

We argue that more anthropomorphic appearance could favor
communication in virtual environments leading to an increased
performance in collaborative tasks. Unexpectedly, we observed
a correlation between attractiveness and performance. This re-
sult cannot be explained based on the data we collected and505

only rises new hypotheses. It is possible that attractiveness led
participants to look at each other and to focus on their part-
ner’s avatar favoring non-verbal communication and improv-
ing their performance. Further studies must be conducted using

gaze tracking technologies to analyse if attractiveness increases510

the time participants spend looking at each other in order to
investigate if avatar attractiveness could be a way to improve
collaboration in immersive virtual environments.

5. Experiment 2: Negotiation

The results of the first experiment revealed no significant dif-515

ference regarding the impact of facial properties on the sense
of social presence. We suspected that the asymmetric collab-
oration task where participants must focus on the game board
while listening to their partners’ instructions could potentially
explain why the facial anthropomorphism level of the avatars520

did not a↵ect the results. Based on previous work and on the
results of this first experiment, we suspected that social pres-
ence could be a↵ected by the proposed task [43, 63]. Indeed,
Garau et al. [6] mention that their results in terms of social
presence could have been influenced by the negotiation task in525

which participants were involved. Therefore, we designed an-
other task while keeping the same avatars to compare two dif-
ferent collaborative situations following a between-subject de-
sign. The second task presents a negotiation situation where
participants face each other and must discuss in order to reach530

an agreement (Figure 6). We developed an adapted version of
the NASA’s survival on the moon exercise. Partners must col-
laborate to sort objects from 1 to 15 in order to survive after
forced landing on the moon’s surface. They could freely recon-
sider their choices as long as the experiment is not finished. We535

designed an interface composed of 15 icons (one for each ob-
ject) ensuring that participants face each other during the whole
experience. They can drag and drop the icons on a dedicated
table to sort the objects.

5.1. Participants540

We used the same inclusion criteria for the second experi-
ment and we hired 36 participants (11 females and 25 males)
aged from 19 to 30 (M = 23.03, SD = 1.98) who had prior ex-
perience with immersive virtual reality.

Figure 6: Participants performing the negotiation task.
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5.2. Procedure and Measures545

The procedure of this second experiment was similar to the
previous one. Participants signed a consent form and they
were informed that they were free to withdraw from the ex-
periment at any time without giving reasons. They filled the
pre-experiment questionnaire to collect their demographic in-550

formation as well as their previous experience with virtual real-
ity and video games.

Participants were provided with the instructions to begin the
experiment and were equipped with the virtual reality head-
set (Figure 3). Similarly to the asymmetric collaboration task,555

the negotiation task begins in two distinct virtual rooms where
participants embody their avatar for two minutes in front of a
virtual mirror. Then, participants meet each other in another
room to carry out the negotiation task. At the end of the ex-
periment participants complete the questionnaire to assess the560

co-presence and the perceived message understanding dimen-
sions of social presence using seven-point semantic scales.

5.3. Hypotheses

Considering the results of our first experiment we adapted
our previous hypothesis (H3 of the first experiment) and we565

added a new hypothesis concerning the potential impact of the
task type:

• H1: Avatars presenting a high level of facial anthropomor-
phism improve users’ sense of social presence in collab-
orative tasks involving face-to-face interactions in immer-570

sive virtual environments.

• H2: Collaborative tasks involving face-to-face interaction
and favoring non-verbal communication in immersive vir-
tual environments induce a higher sense of social presence
compared to collaborative tasks that require less visual575

contact.

5.4. Results

Data were tested for normality and homogeneity of variance.
The Shapiro-Wilk Test revealed that some variables were not
normally distributed (p < 0.05). However, considering that the580

Levene Test showed that the variances were not significantly
di↵erent we used parametric tests to analyze the data. Results
are considered significant when p < 0.05.

A two-way between-groups analysis of variance was con-
ducted to explore the impact of facial anthropomorphism and585

of the type of task on the co-presence dimension of social pres-
ence (Table 4, Figure 7a, Figure 7b). Participants were divided
into six groups according to the robot they controlled (R1, R2
and R3) and the type of task they carried out: asymmetric col-
laboration (based on the data collected in the first study) and590

negotiation. The interaction e↵ect between anthropomorphism
and task was not statistically significant, F (2, 66) = 3.03, p =
0.055. There was a statistically significant main e↵ect of task
type, F (1, 66) = 4.55, p = 0.037. The e↵ect size was medium
(partial eta squared = 0.065). The mean co-presence score for595

the negotiation task (M = 6.41, SD = 0.72) was superior to the
asymmetric collaboration task (M = 6, SD = 0.90). The main
e↵ect for anthropomorphism, F (2, 66) = 0.47, p = 0.63, did
not reach statistical significance.

Another two-way between-groups analysis of variance was600

conducted to explore the e↵ect of facial anthropomorphism and
of the type of task on the perceived message understanding di-
mension of social presence. The interaction e↵ect between an-
thropomorphism and task was not statistically significant, F (2,
66) = 1.22, p = 0.302. There was a statistically significant main605

e↵ect of task type, F (1, 66) = 29.96, p < 0.001. The e↵ect
size was large (partial eta squared = 0.312). The mean per-
ceived message understanding score for the negotiation task (M
= 6.32, SD = 0.67) was superior to the asymmetric collabora-
tion task (M = 5.34, SD = 0.84). The main e↵ect for anthropo-610

morphism, F (2, 66) = 0.66, p = 0.519, did not reach statistical
significance.

We observed no significant di↵erence concerning the impact
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(a) Boxplot of the co-presence scores for each avatar condition (R1, R2, R3) during both
the asymmetric collaborative (AC) and the negotiation (N) tasks.
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(b) Boxplot of the perceived message understanding scores for each avatar condition (R1,
R2, R3) during both the asymmetric collaborative (AC) and the negotiation tasks (N).

Figure 7: Boxplots of the social presence scores. * p<0.05, ** p<0.01, *** p<0.001.
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Table 4: Statistical summary of the answers to the post experiment questionnaire
(Co-presence (CP) and Perceived Message Understanding (PMU)).

Asym. collaboration (AC) Negotiation (N)

x̄ � x̄ �

CP Robot 1 5.64 1.03 6.61 0.59

CP Robot 2 6.41 0.60 6.25 0.99

CP Robot 3 5.96 0.92 6.36 0.49

PMU Robot 1 5.01 0.71 6.36 0.59

PMU Robot 2 5.44 0.71 6.38 0.74

PMU Robot 3 5.57 1.03 6.24 0.72

Mean and standard deviation are provided for each condition (AC and
N).

of avatar facial anthropomorphism on social presence, which
invalidates our first hypothesis (H1). However, it appears that615

the type of task carried out impacts both the co-presence and
the perceived message understanding dimensions of social pres-
ence. Higher scores were observed for the negotiation task. Our
second hypothesis seems valid and will be discussed further in
the next section.620

5.5. Discussion
The results revealed no significant di↵erence concerning the

impact of facial anthropomorphism on participants’ sense of so-
cial presence. Based on the subjective data collected thanks to
the post-experiment questionnaire after both tasks (asymmetric625

collaboration and negotiation), and in the absence of an inter-
action e↵ect between avatar anthropomorphism and the type of
task carried out, our first hypothesis (H1) cannot be confirmed.
Previous research demonstrated that users can feel a high sense
of co-presence using partial avatars (floating head and hands)630

[60, 61]. It is therefore not surprising that we observed a very
high sense of co-presence with the three conditions. However,
we expected some di↵erences with a potential improvement as
the facial properties of the avatars get closer to human appear-
ance. We argue that it could be linked to a potential ceiling635

e↵ect. Participants reported a very high sense of co-presence
and a clear understanding of their partner messages with ev-
ery avatar condition. These results could be explained by the
fact that the e↵ect of facial properties can be minor compared
to the impact of verbal and non-verbal communication (body640

language, hand movements, etc.). As observed in previous ex-
periments [57, 37], it is also possible that users are more sen-
sitive to realistic facial properties of virtual humans and that
such di↵erences do not matter so much on robotic characters.
Participants seem to be more prone to accept a wide range of645

facial properties on non-human avatars as they avoid falling in
the Uncanny Valley [38, 39]. Despite the fact that we cannot
confirm our hypothesis, our results seem to indicate that it is
possible to induce a high sense of social presence in immersive
virtual environments using non-human virtual characters.650

As stated in the related work section we identified very few
experiments aiming at investigating the impact of the task type

on the sense of social presence, especially when it comes to
immersive virtual environments [43, 63]. Our results demon-
strate that social presence is context-sensitive. We observed655

significant di↵erences when comparing the results of the two
tasks in terms co-presence and perceived message understand-
ing, which corroborates our second hypothesis concerning the
impact of the task type on users’ sense of social presence. A
di↵erence between the two tasks was observed in favor of the660

negotiation task in terms of co-presence. It should be noted
that the median scores of the co-presence dimension are very
high in both tasks regardless of the avatar condition (> 5 on
seven point scales). We also observed several significant di↵er-
ences concerning the perceived message understanding dimen-665

sion. According to Harms and Biocca [54] this dimension refers
to the ability of the participants to understand the messages be-
ing received from their partner as well as their perception of
the partner’s level of message understanding. It appeared that
the participants were more able to understand their partners in670

the negotiation task. There are multiple ways to explain such
results. First, one can argue that the asymmetric task could be
more di�cult to explain when it comes to providing your part-
ner with the instructions required to place the 3D parts on the
game board. It is possible that some participants misunderstood675

each other leading to lower scores in the perceived message.
Another explanation could be that visual contact between the
participants favored non-verbal communication, especially dur-
ing the negotiation task which was designed to ensure that the
participants face each other for most of the immersion period680

in the virtual environment. Both verbal and non-verbal com-
munication could have led to a flawless interaction between the
participants, which would have improved their overall sense of
social presence.

6. Limitations and Future Work685

Our results provide some guidelines to design avatars for
immersive collaborative virtual environments using consumer
grade VR devices. Nevertheless, it should be noted that the
analysis is based on a relatively small sample of 72 partici-
pants considering both experiments. Other studies must be con-690

ducted to investigate the impact of avatar anthropomorphism in
collaborative virtual environments. In addition, such studies
could benefit from pilot tests to rank the perceived anthropo-
morphism level of the avatars to further validate the design of
the experimental conditions. Even if it was a design choice695

to match most VR applications available to the general pub-
lic not relying on realistic virtual humans, this experiment fo-
cuses on facial properties of robotic characters that do not al-
low for expressiveness similar to that of organic models using
blend shapes. Several other morphological factors potentially700

a↵ecting non-verbal communication and interactions such as
gestures and animations are not considered in this study. In-
deed, the three avatars provide the participants with the same
chest as well as the same virtual hands. We encourage devel-
opers to design avatars with regards to the proposed tasks as705

a↵ordance and interaction metaphors can also impact the way
users collaborate.
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Regarding post-experiment measures, participants were
asked to rate the attractiveness of their own avatar which was
only seen in a mirror for two minutes at the beginning of the710

experiment. However, each pair of participants controlled an
identical avatar and it is possible that they considered their part-
ner’s avatar in their evaluations. In this context, it should be
noted that the level of control over characters’ animation can
impact attractiveness evaluations [62]. Furthermore, as stated715

in the results section of the second experiment, a potential ceil-
ing e↵ect can be observed regarding the co-presence dimen-
sion. We suppose that verbal communication is more impor-
tant than the impact of facial properties when it comes to social
presence. It could be interesting to investigate which factors720

of non-verbal communication are significant in an experiment
where no verbal communication is allowed. Such a study could
provide the community with additional guidelines on factors to
consider when designing avatars for collaborative applications.

7. Conclusion725

We designed two experiments in immersive virtual environ-
ments to investigate if the sense of body ownership, avatar at-
tractiveness, social presence and performance in collaborative
tasks are impacted by facial properties of virtual characters and
whether or not these results are task sensitive. We observed a730

very high sense of ownership for each condition with no signifi-
cant di↵erence leading to the conclusion that the di↵erent facial
anthropomorphism levels of the three robotic avatars are too
slight to a↵ect ownership compared to bottom-up factors such
as visuomotor synchrony. However, the results revealed sev-735

eral significant di↵erences concerning attractiveness and per-
formance as well as a correlation between these two notions.
Firstly, more anthropomorphic facial properties appear to im-
prove attractiveness. Secondly, participants performed better
with avatars having more anthropomorphic facial properties in740

the asymmetric collaborative task of the first experiment con-
sisting in solving a puzzle game alternately according to their
partners’ instructions. We unexpectedly observed a correlation
between attractiveness and performance with high level of at-
tractiveness associated with better performance. We hypothe-745

size that higher attractiveness could lead users to focus more on
the avatar of their partner, which in turn leads to an improved
non-verbal communication and therefore to better collaborative
performance. Further experiments must be conducted using
gaze tracking data to validate this new hypothesis.750

We observed no significant di↵erence in terms of social pres-
ence in the asymmetric collaborative task of the first experi-
ment, which led us to conduct a second experiment using the
same avatars in a negotiation task to ensure that participants
face each other while they interact together. The negotiation755

task required the participants to classify objects and to reach
an agreement. We did not observe significant di↵erences con-
cerning the impact of facial properties on the two dimensions of
social presence we considered in this experiment: co-presence
and perceived message understanding. We argue that the e↵ect760

of facial properties can be irrelevant compared to the impact
of both verbal communication and non-verbal communication.

It is also possible that users could be more sensitive to facial
properties when they embody realistic virtual humans. How-
ever, we demonstrated that social presence is impacted by the765

type of collaborative task carried out. Our results revealed that
the negotiation task induced a higher sense of social presence
compared to the asymmetric collaborative task. We assume that
face-to-face interactions favor non-verbal behaviors leading to
an improved overall communication in immersive collaborative770

virtual environments.
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mood, J. Richter, C. Gütl (Eds.), Immersive Learning Research Net-
work, Springer International Publishing, Cham, 2017, pp. 75–90. doi:
10.1007/978-3-319-60633-0_7.

[62] E. Kokkinara, R. McDonnell, Animation realism a↵ects perceived char-
acter appeal of a self-virtual face, in: Proceedings of the 8th ACM1055

SIGGRAPH Conference on Motion in Games, MIG ’15, Association
for Computing Machinery, New York, NY, USA, 2015, p. 221–226.
doi:10.1145/2822013.2822035.
URL https://doi.org/10.1145/2822013.2822035

[63] L. Herrewijn, K. Poels, The impact of social setting on the recall and1060

recognition of in-game advertising, Computers in Human Behavior 53
(2015) 544–555. doi:https://doi.org/10.1016/j.chb.2014.06.
012.

13

View publication statsView publication stats

https://doi.org/10.1093/scan/nsm017
http://arxiv.org/abs/https://academic.oup.com/scan/article-pdf/2/3/206/27104993/nsm017.pdf
http://arxiv.org/abs/https://academic.oup.com/scan/article-pdf/2/3/206/27104993/nsm017.pdf
http://arxiv.org/abs/https://academic.oup.com/scan/article-pdf/2/3/206/27104993/nsm017.pdf
http://dx.doi.org/10.1093/scan/nsm017
https://doi.org/10.1093/scan/nsm017
https://doi.org/10.1145/3308532.3329446
https://doi.org/10.1145/3308532.3329446
https://doi.org/10.1145/3308532.3329446
http://dx.doi.org/10.1145/3308532.3329446
https://doi.org/10.1145/3308532.3329446
https://doi.org/10.1145/1647314.1647367
https://doi.org/10.1145/1647314.1647367
https://doi.org/10.1145/1647314.1647367
http://dx.doi.org/10.1145/1647314.1647367
http://dx.doi.org/10.1145/1647314.1647367
http://dx.doi.org/10.1145/1647314.1647367
https://doi.org/10.1145/1647314.1647367
https://doi.org/10.1145/3206505.3206544
https://doi.org/10.1145/3206505.3206544
https://doi.org/10.1145/3206505.3206544
http://dx.doi.org/10.1145/3206505.3206544
http://dx.doi.org/10.1145/3206505.3206544
http://dx.doi.org/10.1145/3206505.3206544
https://doi.org/10.1145/3206505.3206544
https://doi.org/10.1145/365024.365121
https://doi.org/10.1145/365024.365121
https://doi.org/10.1145/365024.365121
http://dx.doi.org/10.1145/365024.365121
https://doi.org/10.1145/365024.365121
http://dx.doi.org/10.1109/ISMAR-Adjunct.2018.00044
http://dx.doi.org/10.1109/ISMAR-Adjunct.2018.00044
http://dx.doi.org/10.1109/ISMAR-Adjunct.2018.00044
http://dx.doi.org/https://doi.org/10.1080/07370024.2014.921494
http://dx.doi.org/https://doi.org/10.1080/07370024.2014.921494
http://dx.doi.org/https://doi.org/10.1080/07370024.2014.921494
http://cogprints.org/7026/
http://cogprints.org/7026/
http://cogprints.org/7026/
http://cogprints.org/7026/
http://www.sciencedirect.com/science/article/pii/S0747563215301680
http://www.sciencedirect.com/science/article/pii/S0747563215301680
http://www.sciencedirect.com/science/article/pii/S0747563215301680
http://www.sciencedirect.com/science/article/pii/S0747563215301680
http://www.sciencedirect.com/science/article/pii/S0747563215301680
http://dx.doi.org/https://doi.org/10.1016/j.chb.2015.09.037
http://www.sciencedirect.com/science/article/pii/S0747563215301680
http://www.sciencedirect.com/science/article/pii/S0747563215301680
http://www.sciencedirect.com/science/article/pii/S0747563215301680
http://dx.doi.org/10.1155/2012/324694
http://dx.doi.org/10.1162/105474603322761289
https://doi.org/10.1162/pres_a_00324
https://doi.org/10.1162/pres_a_00324
https://doi.org/10.1162/pres_a_00324
http://arxiv.org/abs/https://doi.org/10.1162/pres_a_00324
http://arxiv.org/abs/https://doi.org/10.1162/pres_a_00324
http://arxiv.org/abs/https://doi.org/10.1162/pres_a_00324
http://dx.doi.org/10.1162/pres_a_00324
https://doi.org/10.1162/pres_a_00324
http://dx.doi.org/10.1109/3DUI.2017.7893357
http://dx.doi.org/10.1007/978-3-319-60633-0_7
http://dx.doi.org/10.1007/978-3-319-60633-0_7
http://dx.doi.org/10.1007/978-3-319-60633-0_7
https://doi.org/10.1145/2822013.2822035
https://doi.org/10.1145/2822013.2822035
https://doi.org/10.1145/2822013.2822035
http://dx.doi.org/10.1145/2822013.2822035
https://doi.org/10.1145/2822013.2822035
http://dx.doi.org/https://doi.org/10.1016/j.chb.2014.06.012
http://dx.doi.org/https://doi.org/10.1016/j.chb.2014.06.012
http://dx.doi.org/https://doi.org/10.1016/j.chb.2014.06.012
https://www.researchgate.net/publication/354025350

	Introduction
	Related Work
	Body Ownership
	Attractiveness
	Communication in Collaborative Virtual Environments
	Social Presence

	Avatars and Apparatus
	Avatars
	Apparatus

	Experiment 1: Asymmetric Collaboration
	VR application
	Participants
	Procedure and Measures
	Hypotheses
	Results
	Body Ownership
	Attractiveness
	Social presence
	Completion and Speaking Durations
	Correlations

	Discussion

	Experiment 2: Negotiation
	Participants
	Procedure and Measures
	Hypotheses
	Results
	Discussion

	Limitations and Future Work
	Conclusion

