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Knowledge1 of the spatial and temporal distribution of heat flux is of great interest for the quantification of heat
sources. In this work, we describe the development of a new ultra-broadband contactless imaging power meter
based on electromagnetic to infrared technology. This new sensor and the mathematical processing of images
enable the reconstruction of both spatial and amplitude distributions through a wide spectral range of sources. The
full modeling of the thermoconverter based on 3D formalism of thermal quadrupoles is presented first before deriv-
ing a reduced model more suitable for quick and robust inverse processing. The inverse method makes it possible to
simultaneously identify the heat losses and the spatial and temporal source distribution for the first time, to the best
of our knowledge. Finally, measurements of multispectral sources are presented and discussed, with an emphasis on
the spatial and temporal resolution, accuracy and capabilities of the power meter. ©2021Optical Society of America
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Nomenclature
A Absorbance
T Temperature in real space, K
θ̂ Temperature in the cosine transformed space
θ Temperature in cosine and Laplace transformed space
h c Convective exchange coefficient, W m−2 K−1

ĥ Source point impulse response in real space
H Source point impulse response in cosine and Laplace

transformed space
Ĥ Source point impulse response in cosine transformed

space
Ĥ2 Source point Heaviside response in cosine

transformed space
Y Internal source in real space, W m−3

Y Internal source in cosine and Laplace transformed
space

δ Dirac function
2 Heaviside function
λ Thermal conductivity, W m−1 K−1

a Thermal diffusivity, m2s−1

ρ Mass density, kg m−3

C p Specific heat, J K−1 kg−1

φ0, φe Excitation flux in boundary condition (respectively,
input and output fluxes), W m−2

e Thickness of the thermoconverter, m

(Table continued)

L Lateral dimension of the thermoconverter, m
t Time, s
x , y , z Spatial coordinates
Zi

j Thermal impedance in Laplace and cosine transform
space, i

layer number, j Thermal impedance number
∇ Laplacian

1. INTRODUCTION 22

The2 development of imaging sensors to measure radiative heat 23
flux3 has attracted a considerable amount of attention in the 24
research community in recent years. Whereas many works have 25
focused on imaging sensors for visible light [1–4], few tools exist 26
for other wavelength ranges, particularly the millimeter to meter 27
range [5,6]. Knowledge of the heat flux generated by a multi- 28
spectral source is of prime interest in numerous experimental 29
setups, i.e., in building sciences, aeronautic industries, optical 30
applications, and heat transfer. A quantitive image of radiative 31
heat flux (or thermal source) would enable the performance 32
of heat balance to serve as input data for models or to control 33
online processes. In this context, the development of a new 34
sensor implies, first, developing the hardware (the component 35
sensitive to the heat excitation) and, second, determining the
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mathematical modeling of the hardware response to obtain36
quantitative data.37

There are two main types of flux sensors: thermal and pho-38
tonic sensors. Photonic sensors are based on the photoelectric39
effect and are predominantly used at higher frequencies in the40
visible, ultraviolet, and X-ray spectral ranges [7]. In contrast,41
thermal detectors are mainly used at longer wavelengths [5,6].42
In this study, the choice of hardware is based on the electro-43
magnetic infrared (EMIR) technology developed by Balageas44
et al. [8]. In their work, Balageas et al. reported a hyperspectral45
sensor using a very thin and homogeneous carbon film called46
a hyperspectral thermoconverter. This device has the ability to47
absorb radiation over a very wide spectral range (from visible48
to radio waves) with different sensitivities (depending on the49
wavelength) [5,9]. Electromagnetic waves are absorbed by the50
carbon film and converted into heat, which is transported by51
conduction in the thin film before being re-emitted as infrared52
(IR) light. Thus, this carbon thermoconverter enables imaging53
of ultra-broadband heat flux when used in combination with54
an IR camera. However, before obtaining a quantitative image55
of the heat flux or the thermal source detected by the sensor,56
thorough mathematical processing based on thermal inverse57
methods is required.58

Depending on the nature of the heat transfer, i.e., conduc-59
tion, convection, or radiation, there are several methods for60
estimating the heat source [10–12]. In the present study, the61
reconstruction of the heat fields is essentially based on the62
knowledge of conductive transfer. Garderein et al. [13] devel-63
oped a point sensor system based on a thermocouple to estimate64
local fluxes by analytical inverse thermal methods. Another65
study from Zeribi et al. [14] reported the fabrication of a 2D66
non-imaging heat flux sensor based on the spatial temperature67
gradient method. Image reconstruction was addressed by Groz68
et al. [15,16], who reported a method to reconstruct deep heat69
sources using analytical models and two inversion methods70
(statistical and deconvolution by Toeplitz). Another 3D recon-71
struction method was recently developed by Burgholzer et al.72
[17,18]. This method combines IR thermography and the con-73
cept of virtual waves. However, in these studies, the quantitative74
goal of estimating the heat flux amplitude was not achieved75
because the location of the sources is assumed to be unknown.76
Finally, Nortershauser et al. [19,20] addressed the development77
of a source reconstruction method (spatial distribution and flux78
amplitude) using numerical models for inversion. The con-79
straint of this method is mainly related to the calculation time.80
However, the authors proposed the use of a statistical estimator81
in the cosine transformed space to reduce the calculation time.82

From all of these seminal works, it was demonstrated that both 83

quantitation and spatial distribution of the heat flux are needed 84

to process the images formed on a thermal thermoconverter. 85

Such a quantitative method combined with the EMIR technol- 86

ogy will enable the development of new electromagnetic sensors 87

to reconstruct both spatial and amplitude distributions over 88

a wide spectral range by passing through cosine transformed 89

space. Indeed, this passage through cosine transformed space is 90

of considerable interest when calculating convolution products 91

and results in a substantial advantage in terms of calculation 92

time. 93

The present work reports the development of an ultra- 94

broadband contactless imaging power meter. To the best of our 95

knowledge, such a hyperspectral sensor allowing the measure- 96

ment of thermal flux images and the reconstruction of the source 97

has not previously been reported in the literature. To address 98

this objective, the thermophysical properties of the hardware, 99

i.e., the thermoconverter associated with a research-grade IR 100

camera, are thoroughly characterized. The method used for 101

mathematical processing of the images formed on the thermo- 102

converter is then presented. Finally, several examples at various 103

wavelengths [from 4near-IR (NIR) to radio waves] are presented 104

and discussed. The limits and accuracy of these new sensors are 105

also discussed at the end of the paper. 106

2. EXPERIMENTAL SETUP 107

The experimental setup is described in a general manner in 108

Fig. 1. A multispectral source is used to optically illuminate 109

and heat the thermoconvector by the photothermal effect. 110

The heat absorption depends on the wavelength. For example, 111

the absorbance is 100% in the NIR to far-IR range and only 112

61% in the millimeter range [9]. Heating the film increases its 113

thermal radiative emission, which is detected by an IR camera. 114

The camera used is an InSb SC 7000 from FLIR [working in 115

the spectral range (1.5–5.5 µm) with 240× 320 pixels and a 116

pitch size of 25 µm× 25 µm, this camera will be used for all 117

powermeter applications] placed behind the thermoconverter 118

(in this IR band, the thermoconverter can be assimilated to a 119

blackbody ε ≈ 1 [9]). This photon-phonon-photon conversion 120

has the advantage of being ultra-broadband and the drawback 121

of not having enough power to sufficiently heat the converter to 122

achieve acceptable IR camera sensitivity. 123

Fig. 1. Schema of the experimental setup.



3. MODELING HEAT TRANSFER IN THE124
THERMOCONVERTER125

A. Complete Thermal Model of the Thermoconverter126

The thermoconverter can be considered a thin homogeneous127
medium (a thermally thin body due to its small thickness,128
L = 5 cm and e = 37 µm) subjected to convective/radiative129
heat loss and containing an internal heat source. Due to the very130
large ratio between the lateral dimensions and the thickness131
(L� e ), the temperature gradient across the thickness of the132
thermoconverter is neglected. Thus, it is advisable to consider133
the surrounding environment [21]. The influence of the air134
around the thermoconverter is not negligible and considerably135
affects the temperature of the thermoconverter. This can be136
explained by the presence of effusive exchanges between the137
thermoconverter (thermally thin body) and the surrounding138
environment. Therefore, the analytical model that accurately139
describes the heat transfer in the thermoconverter must include140
the surrounding layers. In Fig. 2, there are three layers: air-141
thermoconverter-air. The evolution of the temperature fields142
in the system described in Fig. 2 is determined by the three-layer143
3D heat conduction equation with an internal volume source144
located in the thermoconverter layer:145
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where r is the layer number, i.e., 1 for air, 2 for the thermocon-146
verter, and 3 for air, as depicted in Fig. 2.147

B. Assumptions and Solution148

In this part, the solution of the three-layer system is described.149
This solution is based on the 3D formalism of thermal150
quadrupoles [22,23] using the transformed impedances in151

Fig. 2. Complete thermal model of the thermoconverter (i, l, physi-
cal boundary of the air layers; j, k, plans of the interfaces between the
thermoconverter and the air layers).

cosine Laplace spaces. The equivalent electrical network of the 152
system is shown in Fig. 3(a), in which each layer is composed of 153
three impedances. In this case, it is considered that the contact 154
between the layers is perfect (no contact thermal resistance 155
between the layers), and the internal source is uniformly dis- 156
tributed through the entire thickness of the thermoconverter. 157
To solve the three-layer system, the following assumptions are 158
made: 159

160
• Adiabatic boundary conditions on each side of layers 161

1 and 3: the impedances Z1
1 of layer 1 and Z3

2 of layer 3 are 162
neglected [Fig. 3(b)] because the interest is focused only on the 163
energy contribution of the internal heat source, as shown in 164
Fig. 2 (absence ofφ0 andφe ). 165

• Semi-infinite medium configuration: the purpose of 166
choosing a three-layer system as a model is to take into account 167
the influences of adjacent media (mainly air) on the ther- 168
moconverter, so the impedances Z1

3 and Z1
2 of layer 1 and 169

the impedances Z3
1 and Z3

3 of layer 3 are replaced by two 170
semi-infinite impedances, Z1

∞
and Z3

∞
, respectively [Fig. 3(c)]. 171

• Thermally thin body: the thermoconverter was previously 172
described as a thermally thin body (no temperature gradient in 173

174

175
the thickness). This leads to the suppression of the impedances 176
Zth

1 and Zth
2 , and only the impedance Zth

3 is necessary to evaluate 177
the temperature of the thermoconverter [Fig. 3(d)]. 178

Figure 3 shows the reduction steps according to the assump- 179
tions made, as well as the equivalent electrical networks obtained 180
at each step. Based on the electric current conservation law at 181
the node of the thermoconverter layer in Fig. 3(d), the temper- 182
ature expression of the thermoconverter in the Laplace cosine 183
transformed space is written as follows: 184

θTh =

(
1

Z1
eq
+

1

ZTh
3

+
1

Z3
eq

)−1

× Y , (2)

with 185

Z1,3
eq =

(
h +

1

Z1,3
∞

)−1

, where Z1,3
∞
= (λγ )−1 and

γ =

√
p
a
+ α2

n + β
2
m . (3)

The capacitive impedance of the thermoconverter is written 186
as follows: 187



Fig. 3. Reduction steps of the thermoconverter model: (a) complete model, (b) adiabatic boundary conditions model, (c) semi-infinite configura-
tion model, and (d) thermally thin body model.

ZTh
3 = (λγ sinh(γ e ))−1

, where γ =

√
p
a
+ α2

n + β
2
m,

(4)
where αn = nπ/L x , n ∈N and βm =mπ/L y , m ∈N represent188
the spatial frequencies, and p represents the Laplace variable.189
Y represents the internal source in Laplace cosine transformed190
space, it is written as191

Y (αn, βm, p)=
∫
+∞

0

∫ L x

0

∫ L y

0
Y(x , y , t)

× exp(−pt) cos(αn x ) cos(βm y )dtdxdy .
(5)

Finally, the temperature of the thermoconverter in the192
Laplace cosine transformed space is obtained as193

θTh(αn, βm, p)=
∫
+∞

0

∫ L x

0

∫ L y

0
TTh(x , y , t)

× exp(−pt) cos(αn x ) cos(βm y )dtdxdy .
(6)

Equation (2) can be rewritten simply as follows:194

θTh(αn, βm, p)= H(αn, βm, p)× Y (αn, βm, p),

H(αn, βm, p)=

(
1

Z1
eq
+

1

ZTh
3

+
1

Z3
eq

)−1

. (7)

To compute the spatial temperature field, one inverse195
Laplace in time [24] and two inverse cosine transformations196
are necessary.197

Table 1. Thermophysical Properties of the Different
Layers Given in Ref. [26] for Air

Air Thermoconverter

Thickness (m) ∞ 37± 1× 10−6

λ (W m−1 K−1) 0.026 1.414± 0.041
ρC p (J K−1 m−3) 1313 2.83± 0.03× 106

a (m2 s−1) 1.98× 10−5 5.0± 0.1× 10−7

All of the parameters of the thermoconverter needed for the 198
construction of the model have been estimated. The thickness 199
measured by a micrometer was 37± 1 µm. The thermal dif- 200
fusivity was estimated by the flying spot technique [25] to be 201
a = 5.0± 0.1× 10−7 m2

· s−1. Using conventional thermal 202
characterization techniques, the remaining thermophysical 203
properties of the thermoconverter were measured: (i) the den- 204
sity was calculated by means of a helium pycnometer to be 205
ρ = 1800± 10 kg ·m−3, and (ii) the specific heat was esti- 206
mated by a Setaram 131 differential scanning calorimeter to be 207
C p = 1572± 8 J ·K−1

· kg−1. 208
The thermophysical properties of air were 5obtained from the 209

literature [26] (see Table 1). 210

C. Validation of the Assumptions 211

Two studies have been carried out, as described in this section, 212
to validate the assumptions made previously. The first study 213
consists of a comparison between the temperature fields of 214
the thermoconverter calculated by means of the four different 215
models described in Fig. 3. The spatial shape of the source 216
used is concentric circles, and a Dirac pulse δ(t) was used 217
for temporal excitation. The value of the heat loss was set to 218



Fig. 4. Comparison of the temperature determined by the four models: (a) diffusion of the source obtained by the complete model, (b) calcu-
lated error (in %) between the source diffusion obtained from the complete model and that obtained from the adiabatic boundary conditions model,
(c) calculated error (in %) between the source diffusion obtained from the complete model and that obtained from the semi-infinite configuration
model, (d) calculated error (in %) between the source diffusion obtained from the complete model and that obtained from the thermally thin body
model, and (e) diffusion of one pixel versus time determined by the four models.

h c = 20 W ·m−2
·K−1. This study allows the validation of219

the reduction steps of the model. The second study consists220
of generating a flux balance using the model to calculate the221
rate of heat flux dissipated in each impedance that constitutes222
the system. This second study allows quantitative evaluation223
of the heat transfer mechanism contribution and the effect of224
considering the air layers in the model.225

It can be seen from Fig. 4 that the temperature fields of the226
thermoconverter are quasi-identical for the four different mod-227
els. Figure 4(e) confirms the previous finding by showing that228
the transient heat transport is also identical for the different229
models. This effectively enables the validation the different230
assumptions described in Section 3.B.231

Figure 5 illustrates the flux balance. Figure 5(a) shows the rate 232
of the transient heat flux (delivered by the internal source) dissi- 233
pated by the volume of the thermoconverter, air, and convective 234
heat loss. Figure 5(b) shows the sum of all of the fluxes, which 235
must be equal to 100% at all times (conservation of energy). In 236
Fig. 5(a), we can see that at short times (t < 2 s) the influence 237
of the air layers appears very early and is important enough to 238
be neglected (5% at t = 0.17 s, 10% at t = 0.8 s). Moreover, 239
the heat flux dissipated by convective heat loss intervenes later 240
than the air (5% at t = 1 s, 10% at t = 2 s) to then reach a more 241
important rate at long times (35% at t = 10 s). In conclu- 242
sion, it should be noted that the dissipation of the flux in the 243
semi-infinite impedances of the air occurs rapidly and is quite 244
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Fig. 5. Heat flux balance.

important. This proves that the consideration of the environ-245
ment around the thermoconverter in the model is primordial.246
It should also be noted that the dissipation of the flux through247
the heat loss resistances occurs less rapidly over time and is also248
important. Therefore, it is necessary to estimate the heat losses249
to form a complete model.250

4. INVERSE METHOD DESCRIPTION251

A. Inverse Method for Source Estimation252

Based on Eq. (7), the output temperature can simply be writ-253
ten as a space–time convolution product of the source and the254
impulse response of the source point:255

TTh(x , y , t)=Y(x , y , t)~ ĥ(x , y , t), (8)

where ĥ(x , y , t) is the impulse response in real space–time.256
The source Y(x , y , t) can be decomposed into a product of a257
spatial function F(x , y ), amplitude Y0, and a temporal func-258
tion 2(t). After passing through the space transformed cosine259
base, only the temporal convolution remains. In the case of260
a Heaviside-type temporal excitation and after applying the261
Laplace transform on time, we have262

θTh(αn, βm, p)=Y0 × F̂(αn, βm)×

[
1

p
× H(αn, βm, p)

]
︸ ︷︷ ︸

H2

,

(9)
where H2 represents the response of the source point to the263
Heaviside temporal excitation in Laplace cosine transformed264
space. By applying the Laplace inverse transform to Eq. (9), the265
source can be estimated in the cosine transformed space via the266
following relation:267

Y0 × F̂(αn, βm)= θ̂Th(αn, βm, t)×
[

Ĥ2(αn, βm, t)
]−1

.

(10)
Inverse thermal problems are known to be ill-posed problems268

[27]. This is essentially due to the condition of instability of269
the solution obtained by inversion. To remedy this condition,270
the inversion is carried out by constructing a Wiener filter. This271
filter is based on Tikhonov’s regularization method [28], which272
is used and applied in the Cosine transformed space as follows:273

Y0 × F̂(αn, βm)= θ̂Th(αn, βm, t)

×
Ĥ2(αn, βm, t)

|Ĥ2(αn, βm, t)|2 +µ|D̂(αn, βm)|
2
,

(11)

where D is a derivation matrix [29] in the cosine transformed 274
space, andµ is the regularization coefficient [30]. In the end, to 275
retrieve the spatial distribution of the source, two inverse cosine 276
transformations are necessary. 277

B. Heat Losses Estimation 278

As shown in Section 3.C, the heat losses by convection need to 279
be measured along with the spatial distribution of the source in 280
order to adapt to the external environment. Thus, based on the 281
fact that the spatial average of a 3D temperature field leads to the 282
one-dimensional (1D) temperature field [22] and the fact that 283
the relaxation of the temperature field due to a Heaviside excita- 284
tion corresponds to a response to an amplified Dirac excitation, 285
a method of heat loss estimation based on a linear least-squares 286
minimization between the normalized spatial average of the 287
relaxation experimental temperature field (see Fig. 6) and the 288
normalized spatial average of temperature field obtained from 289
the model Eq. (2) (for a Dirac time excitation) is described in 290
this section. 291

Assuming that the measured temperature field of the thermo- 292
converter is Tmes(x , y , t), the spatial average of this temperature 293
field is calculated for each time step and normalized by its maxi- 294
mum to arrive at T̄∗mes(t). 295

Then, a variable change over time is applied, t∗ = t − t0, 296
where t0 corresponds to the time of the beginning of relaxation 297
(T̄∗mes(t0)= 1); this new time base t∗ is used to calculate the 298
numerical temperature field of the thermoconverter (for a Dirac 299
time excitation) from the model described in Section 3.B for 300
different values of h c . The temperature field obtained is spatially 301
averaged and then normalized by its maximum to obtain the 302
following: T̄∗model(t

∗). 303
Finally, the minimization is achieved using the Nelder–Mead 304

simplex method [31], 305

Fig. 6. Square-shaped pulse time excitation to be used for the
estimation of the heat losses as well as the heat source.



Table 2. Thermophysical Properties of the Foam
[32,33]

Thickness (m) λ (W m−1 K−1) ρC p (J K−1 m−3) a (m2s−1)

Foam ∞ 0.03 47600 6.3× 10−7

hestimated = argmin
{
‖T̄∗model(t

∗, h)− T̄∗mes(t
∗)‖2} . (12)

C. Optimization of the Experimental Process for306
Estimation307

To simultaneously and continuously estimate the convective308
heat loss and the excitation flux of the source, a square-shaped309
pulse is used for temporal excitation of the internal source.310
Figure 6 shows the square-shaped pulse time excitation as well as311
the temperature profile of the thermoconverter in the presence312
of the resulting heat losses. The choice of square-shaped pulse313
time excitation is justified by the fact that there is a constant level314
where the internal source is switched on (temperature rise of315
the thermoconverter), which is used to identify the source, and316
another constant level where the internal source is switched off317
(relaxation of the thermoconverter), which is used to estimate318
the heat loss. The estimation of the heat loss makes it possible to319
reintroduce this loss into the model described in Section 3.B and320
thus makes it complete.321

5. RESULTS AND DISCUSSION322

A. Contact Validation by Joule Effect323

One of the most robust ways to control the power dissipated by a324
source is to use an electrical resistance heated by the Joule effect.325
This is used to validate the method of reconstruction of the326
source. To do this, a complex-shaped resistance with an internal327
ohmic resistance of 73� is used. The setup used is described in328
Fig. 7(a). An electrical current generator supplied the resistance329
during 1.5 s. The voltage is verified at the edge of the resistance330
by a voltmeter to be U = 4.93 V. This theoretically corresponds331
to the dissipation of a power equal to P = 333 mW. The ther-332
moconverter is attached on the resistor, which is insulated by333
foam (polyurethane foam). Finally, an IR camera is used for the334
acquisitions.335

In this case, only the parameters of the model to be used336
for the inversion are modified. The proposed model allows337
changing the parameters easily to match the real experimental338
configuration. One of the semi-infinite impedances of the air339
is then replaced by a semi-infinite impedance of the insulated340
foam, and the heat loss by convection is neglected on this side.341

Figure 7(b) shows the normalized spatial average of the342
measured 3D temperature field. This field allows the identi-343
fication of the t0 and the construction of the new time base344
t∗, which is used to estimate the heat loss. Figure 7(c) shows345
the result of the minimization described in Section 4.B,346
and the convective exchange coefficient is estimated to347
be 4.53± 0.3 W ·m−2

·K−1. The estimated value of this348
coefficient is coherent, given that one side of the thermocon-349
verter is insulated by the foam, and the average increase in the350
temperature is low (on the order of 0.4 K at t = 1 s).351

Figures 8(a) and 8(b) show the reconstruction of the spatial352
distribution and power density of the source after inversion.353

Fig. 7. (a) Experimental setup, (b) normalized spatial average of
the 3D temperature field measured, and (c) comparison between the
experimental data and the model using h c = 4.53 W ·m−2

·K−1.

It can be observed here that the spatial distribution of the 354
estimated source fits well with the shape of the resistance pre- 355
sented in Fig. 7(a). Nevertheless, the spatial repartition of the 356
flux is not uniform over the entire surface of the resistance, 357
which can be explained by small adhesion defects between the 358
thermoconverter and the resistance. 359

Figure 8(c) shows the reconstruction of the flux density 360
for a single pixel over time. It can be seen that the flux density 361
increases progressively (transient state) due to the inertia of the 362
resistance (volumetric source) before reaching a constant level 363
(steady state), which represents the real power density dissipated 364
by the Joule effect. 365

Two methods exist to determine the injected flux: (i) multi- 366
plying the flux density imaged by the area and then integrating 367
it or (ii) integrating the flux density image and multiplying the 368
result by the area of one pixel. By applying the first method and 369
considering that the absorbance of the thermoconverter in the 370
IR is almost 100% [9], we obtain 371

Pestimated =

(∫∫
©Y(x , y )

)
× Spixel = 331.5± 1.9 mW, (13)



Fig. 8. (a) Image of the estimated source, (b) surface of the
estimated source, and (c) estimated flux density for one pixel.

where Spixel is the area of one pixel with a value of 8× 10−8 m2.372
The estimation represents a relative error of 0.45%.373

B. Contactless Application for Different Optical374
Sources375

In this section, the use of our appliance as a power meter is376
demonstrated.377

1. Near-IR Laser Source378

In this first application, a NIR laser diode (λ= 980 nm) with a379
power of P = 280 mW is used as an excitation source. The time380
of the square-shaped pulse is 40 ms. A dichroic mirror is placed381
between the IR camera and the thermoconverter, as shown in382
Fig. 9, and enabled to reach the temperature of the thermocon-383
verter at the front side. As the thermoconverter is a thermally384
thin body, the temperature at the front side is equal to the tem-385
perature at the back side (no temperature gradient along the386
thermoconverter thickness). The thermoconverter is placed at a387
distance of 40 cm from the IR camera.388

Figures 9(b) and 9(c) show the reconstruction of the spatial389
distribution and energy density of the source after inver-390
sion. The diameter of the spot after the flux estimation is391
equal to 3 mm, which is in agreement with the optical con-392
siderations. The estimated convective exchange coefficient is393
h = 31 W ·m−2

·K−1. This value is very large compared to394
that estimated for the Joule heated resistance. This is due in395
small part to the fact that the thermoconverter is not insulated396
and in large part to the fact that the average temperature of the397
thermoconverter is very high (4 K at t = 33 ms). The power398
estimated using Eq. (13) was found to be 285.3± 3.7 mW with399
a relative error of 1.9%.400

Fig. 9. (a) Experimental setup, (b) image of the estimated source,
and (c) surface of the estimated source.

Fig. 10. (a) Experimental setup, (b) image of the estimated source,
and (c) surface of the estimated source.

2. IRBlackbodySource 401

In this second application case, the source used comes from an 402
IR blackbody ( 6BBSH) from Prisma instruments, whose emis- 403
sivity is estimated to have an uncertainty of 0.5% to εBB = 0.98. 404
The blackbody temperature is adjustable in the range [500◦C; 405
1200◦C]. In our case, the blackbody temperature is set to 406
TBB = 500◦C [see Fig. 10(a)]. A square-shaped pulse of 4.5 s is 407
applied using a chopper synchronized with the IR camera. 408

Figures 10(b) and 10(c) show the reconstruction of the 409
spatial distribution and power density of the source after inver- 410
sion. The thermoconverter is placed at a distance of 10 cm 411
from the blackbody. The diameter of the blackbody nozzle is 412
43 mm. The spatial analysis of the estimated flux shows that 413
the beam has a diameter of 60 mm, which represents a beam 414



divergence of 5◦. The estimated convective exchange coeffi-415
cient is h = 17 W ·m−2

·K−1. This value is lower than that416
in the NIR laser case because the average temperature of the417
thermoconverter is also lower (2.5 K at t = 1 s).418

The power estimated using Eq. (13) is 1.357± 0.015 W. To419
validate the value of the estimated flux, a short calculation based420
on the Stefan–Boltzman law and the notion of the form factor421
in thermal radiation to allow modeling the radiative exchanges422
between two black disks (ε≈ 1) separated by a perfectly trans-423
parent medium is performed. This calculation predicts that424
the thermoconverter should theoretically receive a flux of425
P = 1.15 W and shows that the estimated flux is in the order of426
the magnitude of the expected power with a relative error equal427
to 15.25%.428

3. Gigahertz Source429

In this third application case, a Terasense gigahertz source430
( f = 100 Ghz, λ= 3 mm) with a power of P = 400 mW is431
used, and the absorbance (A) of the thermoconverter in this432
wave is equal to 61% [9]. The thermoconverter is placed at a433
distance of 5 cm from the source. The gigahertz source is syn-434
chronized with a waveform generator that allows delivery of a435
square-shaped pulse of 1.25 s.436

The estimated convective exchange coefficient is437
h = 20.24 W ·m−2

·K−1. This value is higher than that in438
the blackbody case and lower than that in the NIR laser case.439
This is related to the value of the average temperature of the440
thermoconverter, which is between those of the two cases (6 K441
at t = 1 s). Figures 11(b) and 11(c) show the reconstruction442
of the spatial distribution and power density of the source443
after inversion. In this case, the source power is estimated by444
modifying Eq. (13) to take into account the absorbance of the445
thermoconverter at the emission wavelength of the source as446
follows:447

Pestimated =

(∫∫
©Y(x , y )

)
× Spixel ×

1

A
. (14)

The power estimated using Eq. (14) is 404.8± 5 mW with a448
relative error equal to 1.19%.449

4. Radio-FrequencySource450

In this fourth application case, an ultra-high-frequency (UHF)451
radio wave antenna source ( f = 500 Mhz, λ= 0.6 m) in an452
anechoic chamber is used. The thermoconverter used has a sur-453
face area of 1 m2, and it is placed at a distance of 1 cm from the454
source. The power delivered by the source and the absorbance455
of the thermoconverter at this wavelength are unknown, so the456
estimated flux is proportional to the absorbance of the thermo-457
converter. Figures 12(b) and 12(c) show the reconstruction of458
the spatial distribution and power density of the source after459
inversion. The estimated convective exchange coefficient is460
h = 10.14 W ·m−2

·K−1. This value is the lowest of the con-461
vective exchange coefficient values estimated for the optical462
sources (except for the joule heat resistance). This is because the463
average temperature of the thermoconverter is lower than that464
in the previous cases [34] (1.3 K at t = 1 s). The power of the465
source estimated using Eq. (14) is 6.5± 0.17× 1

A W. This466

Fig. 11. (a) Experimental setup, (b) image of the estimated source,
and (c) surface of the estimated source.

Fig. 12. (a) Experimental setup, (b) image of the estimated source,
and (c) surface of the estimated source.

result is presented to demonstrate the hyperspectral aspect of the 467
thermoconverter, on the one hand, and to highlight the need to 468
know the absorbance of the thermoconverter (at the emission 469
wavelength of the source) to estimate the power of the source, on 470
the other hand. 471

C. Performances of the Sensor 472

The performances of the flux sensor are described here. It should 473
be remembered that the sensor is the result of a coupled con- 474
figuration thermoconverter-IR camera. Consequently, the 475
performances of the sensor are linked and limited, on the one 476
hand, by the characteristics of the camera (25 µm× 25 µm 477



Table 3. Performances of the Flux Sensor

Joule Effect by Resistance NIR Laser Source IR Blackbody Source Gigahertz Source Radio-Frequency Source

Spatial resolution (µm2) 283× 283 180× 180 290× 290 280× 280 1400× 1400

sensitivity (µW/m2)
1.815×TI(µs)

A

pitch size, minimum sensitivity of 20 mK, and variable accord-478
ing to the integration time), and, on the other hand, by the479
photothermal effect within the thermoconverter (absorbance,480

7diffusion of the heat, and inversion of the heat transfer). The481
calculated spatial resolution varies depending on the sensor482
application due to the change in the thermoconverter-IR cam-483
era configuration in each case (size of the thermoconverter used,484
distance between the thermoconverter and the IR camera). The485
sensitivity of the sensor is given in the form of a general formula486
that takes into account the limits of the thermoconverter-IR487
camera configuration, the integration time of the camera, and488
the absorbance of the thermoconverter at the source wavelength.489

6. CONCLUSION490

A hyperspectral flux sensor using a thermoconverter to estimate491
the spatial distribution of a source and its flux density has been492
developed.493

The most important point is the experimental validation of494
the thermoconverter and IR camera configuration. First, the495
development of a thermal model to precisely characterize the496
heat transfer within the thermoconverter was described. Then,497
a first inverse method was used to estimate the heat losses to498
increase the model’s robustness and precision. Finally, a second499
inverse method allowed the spatial reconstruction of sources and500
their flux density.501

The methodology was validated on a joule heated resistor,502
presented here as the reference. To illustrate the ultra-broadband503
quality of the technique, examples of applications with sev-504
eral sources have been discussed: (i) a NIR laser source, (ii) an505
IR blackbody source, (iii) a gigahertz source, and (iv) a UHF506
radio-frequency antenna.507

This research offers new perspectives in the fields of hyper-508
spectral fluxmetry and thermal inverse methods, with many509
applications projected in the fields of optical applications,510
building science, and industries.511
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