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#### Abstract

This article considers the nonlinear dynamics of coupled oscillators featuring strong coupling in 1:2 internal resonance. In forced oscillations, this particular interaction is the source of energy exchange, leading to a particular shape of the response curves, as well as quasi-periodic responses and a saturation phenomenon. These main features are embedded in the simplest system which considers only the two resonant quadratic monomials conveying the $1: 2$ internal resonance, since they are the proeminent source allowing one to explain these phenomena. However, it has been shown recently that those features can be substantially modified by the presence of


[^0]non-resonant quadratic terms. The aim of the present study is thus to explain the effect of the non-resonant quadratic terms on the dynamics. To that purpose, the normal form up to the third order is used, since the effect of the non-resonant quadratic terms will be transferred into the resonant cubic terms. Analytical solutions are detailed using a second-order mutliple scale expansion. A thorough investigation of the backbone curves, their stability and bifurcation, and the link to the forced-damped solutions, is detailed, showing in particular interesting features that had not been addressed in earlier studies. Finally, the saturation effect is investigated, and it is shown how to correct the detuning effect of the cubic terms thanks to a specific tuning of non-resonant quadratic terms and resonant cubic terms. This choice, derived analytically, is shown to extend the validity of the saturation effect to larger amplitudes, which can thus be used in all applications where this effect is needed e.g. for control.
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## 1 Introduction

The vibratory behaviour of nonlinear systems can be very complex as compared to linear ones, showing,
in particular, a dependence of its characteristic frequencies upon the amplitude, bifurcations associated to stable and unstable solutions, periodic response with rich harmonics content as well as more complex quasi-periodic and chaotic responses [1-3]. Those phenomena are often related to strong nonlinear couplings between the degrees of freedom (DOFs) of the system, leading to energy exchanges between them. Important couplings are generally fostered by particular relationships between the characteristic frequencies, leading to the important concept of internal resonance (IR) in vibration theory [4]; but other kind of couplings might also appear for systems with widely spaced frequencies [5].

The specific case of a 1:2 internal resonance is met when two nonlinear oscillators have their eigen-frequencies $\omega_{1}$ and $\omega_{2}$ such that $\omega_{2} \simeq 2 \omega_{1}$. This case has been the subject of numerous studies in the past, see e.g. [1, 4, 6-9]. In general, the $1: 2$ case is studied by considering only the quadratic terms and more specifically the two resonant monomials that are responsible of the strong coupling between the two oscillators, see e.g. [1, 10] for the simplified equations (normal form) to use for such case, as well as [11, 12] for general discussion on the normal form and the resonant monomials. The dynamics of such quadratically coupled nonlinear oscillators display a rich behaviour with two families of backbone curves [10, 13], appearance of quasi-periodic behaviour [1], and analytic expression of the locus of Neimark-Sacker bifurcation [10].

A particularly interesting feature of systems with 1:2 internal resonance is the saturation effect that is observed in the forced response, when the external excitation frequency $\Omega$ is in the vicinity of the second mode: $\Omega \simeq \omega_{2}$. As shown for example in [1], once the coupling is effective, then the amplitude of the second mode stays constant for increasing forcing amplitude, while the amplitude of the first mode (not excited by the load) increases, meaning that all the energy, input to the second oscillator, is transferred to the first. This saturation effect is important and can be used with the purpose of controlling the amplitude of the second mode, enforcing its saturation to a maximum amplitude. Successful applications have been reported for example in [14-16].

Recently, it has been shown both theoretically and experimentally in $[17,18]$ that the non-resonant quadratic terms play an important role in the saturation
effect if one goes to moderately large amplitude. Consequently, a fine tuning of a vibration absorber based on the saturation effect needs to properly address not only the resonant quadratic terms, but also the nonresonant ones, in order to obtain a comfortable range of amplitude where the saturation effect is effective. The aim of this paper is to reconsider theoretically the effect of these non-resonant quadratic terms on the dynamics of the system with 1:2 internal resonance, in order to extend the amplitude range of the saturation effect.

Numerous analytical methods have been proposed in the past in order to derive approximate solutions to nonlinear vibration problems thanks to asymptotic expansions. In this realm, the normal form approach is particularly appealing since it conveys very important meaning related to nonlinear resonances [11, 12, $19,20]$, derives the simplest form of the dynamics, and expresses its skeleton [21, 22]. It can also be used for model order reduction, see e.g. [23-25], and has a strong relationship with the parametrisation method of invariant manifold, see e.g. [26,27], such that the normal form dictates the reduced dynamics on an invariant manifold and can be used for building exnihilo models [11]. In this contribution, the normal form is used to analyze the dynamics of the system with 1:2 internal resonance. Interestingly, whereas general formulations for deriving real normal forms of coupled oscillators are derived in [11, 23], they are restricted to the case without internal resonance. The computation of the normal form, up to the cubic term, with a 1:2 internal resonance, needs thus a particular development. A first aim of this paper is thus to make this derivation and gives the expression of the normal form with 1:2 resonance up to cubic order.

The second aim of the paper is to analyze the nonlinear dynamics of the system with 1:2 internal resonance up to cubic terms. Recent studies derived important results about the topology of the solutions in the unforced conservative case (nonlinear modes/ backbone curves) [10, 13]. These results will be here enlarged to the next order by analyzing the effects of the cubic terms. In the normal form derivation, the non-resonant quadratic coefficients are reported to the cubic order, in the trivially resonant terms. Hence, their effect can be tracked and analyzed. The last aim of the study is thus to show how the non-resonant quadratic terms have important effects on the nonlinear dynamics and more particularly on the saturation
effect. At last, it is shown analytically how to tune non-resonant quadratic terms and resonant cubic ones, in order to extend the amplitude validity region where the saturation effect is particularly efficient.

## 2 Equations of motion, normal form and multiple scales solution

The starting point is a conservative two DOFs system with smooth nonlinearities, in the form of a Taylor expansion up to the third order:

$$
\begin{align*}
\ddot{X}_{1} & +\omega_{1}^{2} X_{1}+g_{11}^{1} X_{1}^{2}+g_{12}^{1} X_{1} X_{2}+g_{22}^{1} X_{2}^{2} \\
& +h_{111}^{1} X_{1}^{3}+h_{112}^{1} X_{1}^{2} X_{2}+h_{122}^{1} X_{1} X_{2}^{2}+h_{222}^{1} X_{2}^{3}=0,  \tag{1a}\\
& \\
\ddot{X}_{2} & +\omega_{2}^{2} X_{2}+g_{11}^{2} X_{1}^{2}+g_{12}^{2} X_{1} X_{2}+g_{22}^{2} X_{2}^{2}  \tag{1b}\\
& +h_{111}^{2} X_{1}^{3}+h_{112}^{2} X_{1}^{2} X_{2}+h_{122}^{2} X_{1} X_{2}^{2}+h_{222}^{2} X_{2}^{3}=0 .
\end{align*}
$$

In the above system, $\left(X_{1}(t), X_{2}(t)\right)$ are the displacements of the two DOFs at time $t,:=\mathrm{d} \cdot / \mathrm{d} t$ is the time derivative, and $\left(g_{i j}^{k}, h_{i j l}^{k}\right), i, j, l, k=1,2$ are the coefficients of the quadratic and cubic terms. This kind of system is encountered in many fields of physics and engineering $[2,4]$ and especially when reducing the dynamics of curved thin mechanical structures such as shells and arches, the curvature being responsible of the appearance of the quadratic terms [27-29]. Here, all possible quadratic and cubic terms are considered, without restriction on their values. In particular, the case for which Eq. (1) derive from a potential leads to known relationships between some of the coefficients, such that finally, only nine free coefficients remains in this case, which is recalled in "Appendix A", see also e.g. [2, 30]. Note however that this specific case is not considered here for the sake of generality, and also because in some of the targeted applications, the nonlinear terms are artificially created; see e.g. the case of electronic circuits for vibration control applications [17, 31].

### 2.1 Real normal form up to the third order with a second-order resonance

The aim of this section is to derive the normal form of Eq. (1) up to cubic terms, in the specific case where a $1: 2$ internal resonance exists between the two
eigenfrequencies of the problem, such that the relationship $\omega_{2} \approx 2 \omega_{1}$ holds. The theory of normal form has been used for a long time for vibratory problems, in order to simplify as much as possible the dynamical system under study by cancelling all the nonresonant monomials thanks to a nonlinear change of coordinates, see e.g. [19, 21, 32, 33]. It has also been used in the context of model order reduction to underline the link with nonlinear normal modes (NNMs), defined as invariant manifolds in phase space [11, 23, 27]. Importantly, different styles of normal form exist due to the non-uniqueness of the solutions of the homological equations, and the freedom of choosing one solution or another leads to the idea of free functions, as explained for example in [22, 34].

Focusing on the case of vibratory problems where the eigenspectrum is composed of pairs of complex conjugate eigenvalues, three main different styles of normal forms can be distinguished. The first one is the complex normal form, as first introduced in [19], which is closer to the formulas used in the dynamical system community, see e.g. [21, 33, 35]. The second one is the real normal form introduced in [20, 34, 36], which allows one to retrieve more easily oscillator equations. The third one is a full real normal form, first introduced in [11, 23], where the oscillator form of the equations is strongly enforced throughout the calculation, imposing the variables to stay homogeneous to a displacement and a velocity. Further comments on these different normal forms can also be found in [37], in the context of the parameterisation method for invariant manifolds. In this article, this third normal form will be used to simplify Eq. (1).

A generic calculation, up to cubic order, and including detailed analytical formulas for all the coefficients of the nonlinear mappings and normal form, has already been provided in [11, 38] for conservative problems, and in [12, 23] for assemblies of damped nonlinear oscillators. However, this calculation is led to the case where no internal resonance exists between the eigenfrequencies of the problem. In the case where a second-order internal resonance exist, like the $1: 2$ resonance considered here, the calculation needs to be adapted. In particular, the cubic terms need to be recomputed to take into account the resonant monomials of second order that are due to the $1: 2$ resonance. In turn, these resonant terms will modify some coefficients used for the change of coordinates, and some of the cubic terms of the normal
form. The aim of this section is thus to enlarge the general results provided in [11] to the case of a 1:2 resonance.

For the sake of conciseness, only the result of this calculation is given here in the main text. The interested reader can find the full demonstration and the complete calculation in "Appendix B". The real normal form of Eq. (1), up to cubic order, with a $1: 2$ internal resonance between the two eigenfrequencies ( $\omega_{2} \approx 2 \omega_{1}$ ), reads:

$$
\begin{align*}
& \ddot{R}_{1}+\omega_{1}^{2} R_{1}+g_{12}^{1} R_{1} R_{2}+\left(h_{111}^{1}+A_{111}^{1}\right) R_{1}^{3}+\left(h_{122}^{1}+A_{122}^{1}\right) R_{1} R_{2}^{2} \\
&+B_{111}^{1} R_{1} \dot{R}_{1}^{2}+B_{122}^{1} R_{1} \dot{R}_{2}^{2}+B_{212}^{1} R_{2} \dot{R}_{1} \dot{R}_{2}=0,  \tag{2a}\\
& \\
& \ddot{\ddot{R}_{2}}++\omega_{2}^{2} R_{2}+g_{11}^{2} R_{1}^{2}+\left(h_{112}^{2}+A_{112}^{2}-D_{112}^{2}\right) R_{1}^{2} R_{2}+\left(h_{222}^{2}+A_{222}^{2}\right) R_{2}^{3}  \tag{2b}\\
&+\left(B_{112}^{2}-E_{112}^{2}\right) R_{1} \dot{R}_{1} \dot{R}_{2}+B_{211}^{2} R_{2} \dot{R}_{1}^{2}+B_{222}^{2} R_{2} \dot{R}_{2}^{2}=0 .
\end{align*}
$$

In these equations, ( $R_{1}, R_{2}$ ) are the normal coordinates, homogeneous to a displacement. These new coordinates are nonlinearly related to the original ones thanks to an identity-tangent nonlinear mapping. For completeness, the nonlinear change of coordinate needs to consider both the displacements (original displacement with $X_{p}$ coordinate and normal displacement with $R_{p}, p=1,2$ ) and the velocities, here written as $Y_{p}=\dot{X}_{p}$ for the original coordinates, and $S_{p}=\dot{R}_{p}$ for the normal ones. The nonlinear mappings read, for $p=1,2$ :

$$
\begin{align*}
X_{p}= & R_{p}+\sum_{i=1}^{2} \sum_{j \geq i}^{2} a_{i j}^{p} R_{i} R_{j}+\sum_{i=1}^{2} \sum_{j \geq i}^{2} b_{i j}^{p} S_{i} S_{j}+\sum_{i=1}^{2} \sum_{j \geq i}^{2} \sum_{k \geq j}^{2} r_{i j}^{p} R_{i} R_{j} R_{k} \\
& +\sum_{i=1}^{2} \sum_{j=1}^{2} \sum_{k \geq j}^{2} u_{i j k}^{p} R_{i} S_{j} S_{k},  \tag{3a}\\
Y_{p}= & S_{p}+\sum_{i=1}^{2} \sum_{j=1}^{2} \gamma_{i j}^{p} R_{i} S_{j}+\sum_{i=1}^{2} \sum_{j \geq i}^{2} \sum_{k \geq j}^{2} \mu_{i j k}^{p} S_{i} S_{j} S_{k} \\
& +\sum_{i=1}^{2} \sum_{j=1}^{2} \sum_{k \geq j}^{2} v_{i j k}^{p} S_{i} R_{j} R_{k} . \tag{3b}
\end{align*}
$$

The expressions of all the introduced coefficients in Eq. (3) are given in "Appendix B", following the general formulas given in [11]. In Eq. (2), only the resonant monomials are present. Due to the $1: 2$ internal resonance, only two quadratic monomials are present, instead of the six in the original Eq. (1). Due to the asymptotic nature of the normal form calculation, which eliminates the non-resonant terms order by
order, the coefficients of the cubic terms are modified by the appearance of $A_{i j k}^{p}, B_{i j k}^{p}, D_{i j k}^{p}$ and $E_{i j k}^{p}$. The first two coefficients $A_{i j k}^{p}$ and $B_{i j k}^{p}$ have already been considered in [11], and their expressions read:
$A_{i j k}^{p}=\sum_{l \geq i}^{N} g_{i l}^{p} a_{j k}^{l}+\sum_{l \leq i}^{N} g_{l i}^{p} a_{j k}^{l}$,
$B_{i j k}^{p}=\sum_{l \geq i}^{N} g_{i l}^{p} b_{j k}^{l}+\sum_{l \leq i}^{N} g_{l i}^{p} b_{j k}^{l}$.
One can note in particular that these two coefficients appear due to the elimination of the non-resonant quadratic terms, hence they involve only quadratic original $g_{i j}^{p}$ coefficients, with the coefficients of the quadratic part of the nonlinear mappings: $a_{j k}^{p}$ and $b_{j k}^{p}$. The last two terms, $D_{i j k}^{p}$ and $E_{i j k}^{p}$, are new as compared to the general results presented in [11], and their presence is only due to the existence of the 1:2 internal resonance and the two resonant quadratic monomials in the normal form. Their expressions write:
$D_{112}^{2}=\gamma_{22}^{2} g_{11}^{2}-2 b_{22}^{2} g_{11}^{2} \omega_{2}^{2}$,
$E_{112}^{2}=4 b_{22}^{2} g_{11}^{2}$.
The remainder of the paper consists in analyzing the solutions of the normal form of the system with 1:2 internal resonance and up to cubic terms, Eq. (2). A particular emphasis will be set to understand the effect of the non-resonant quadratic monomials on the dynamical characteristics of the system. Note that these non-resonant monomials have been cancelled in Eq. (2). However, the associated coefficients $g_{i j}^{p}$ intervene in the cubic terms, and will thus have an important effect on backbone curves and frequency response functions. The analysis will be done using a multiple scales solution up to the second-order to take the cubic terms into account.

### 2.2 Multiple scales solution: modulation equations

In this section, an approximate analytical solution of the normal form system (2), using the multiple scales method (MSM), is proposed. Analytical solutions of 1:2 internally resonant problems have been proposed in many instances, for example, with the MSM for
first and second-order developments [1, 39]. They are, however, generally restricted to the case with forcing and damping, and cubic terms are generally not taken into account. Besides, the study of the backbones for free vibration problems has been only recently considered, see e.g. [10, 13], but still without considering the cubic terms. The main aim of the development proposed here is to extend these latter results by including the effect of cubic terms, in the presence of 2:1 internal resonance. For other types of internal resonance, such as 1:1 internal resonance, one can refer to [40], where detailed second-order MSM derivations are established to obtain the free solution of Eq. (1), considering all the quadratic and cubic terms.

Eq. (2) are first rewritten by introducing a small bookkeeping parameter $\varepsilon$ in order to scale the different nonlinear terms as:

$$
\begin{align*}
\ddot{R}_{1}+\omega_{1}^{2} R_{1}= & -\varepsilon \beta_{1} R_{1} R_{2}-\varepsilon^{2}\left[\alpha_{1} R_{1}^{3}+\alpha_{2} R_{1} R_{2}^{2}+\alpha_{3} R_{1} \dot{R}_{1}^{2}\right. \\
& \left.+\alpha_{4} R_{1} \dot{R}_{2}^{2}+\alpha_{5} R_{2} \dot{R}_{1} \dot{R}_{2}\right] \tag{6a}
\end{align*}
$$

$$
\ddot{R}_{2}+\omega_{2}^{2} R_{2}=-\varepsilon \beta_{2} R_{1}^{2}-\varepsilon^{2}\left[\alpha_{6} R_{1}^{2} R_{2}+\alpha_{7} R_{2}^{3}\right.
$$

$$
\begin{equation*}
\left.+\alpha_{8} R_{1} \dot{R}_{1} \dot{R}_{2}+\alpha_{9} R_{2} \dot{R}_{1}^{2}+\alpha_{10} R_{2} \dot{R}_{2}^{2}\right] \tag{6b}
\end{equation*}
$$

where the coefficients $\alpha_{k}, k=1, \ldots 10$ have been simply introduced from Eq. (2), see Eq. (50) in "Appendix $\mathrm{C}^{\prime \prime}$ for their detailed expressions.

The second-order expansion using MSM requires the definition of three time scales $T_{0}=t, T_{1}=\varepsilon t$, and $T_{2}=\varepsilon^{2} t$. Following the method (see "Appendix C" for details), the free solution is approximated as:
$R_{1}(t)=a_{1}\left(T_{1}, T_{2}\right) \cos \left(\omega_{1} T_{0}+\theta_{1}\left(T_{1}, T_{2}\right)\right)+O(\varepsilon)$,
where $a_{1}, a_{2}, \theta_{1}$ and $\theta_{2}$ are real functions of the slow time scales only ( $T_{1}, T_{2}$ ). The nearness of the internal resonance condition leads to define the internal detuning parameter $\sigma$ as:
$\varepsilon \sigma=2 \omega_{1}-\omega_{2}$.
The complete derivation is reported in "Appendix C" for the sake of brevity. Solvability conditions are obtained by eliminating resonant terms both at orders $\varepsilon$ and $\varepsilon^{2}$, leading respectively to two sets of equations of the form $D_{1} A=\ldots$ and $D_{2} A=\ldots$ for each of the
slow time scales (where $D_{1}$ and $D_{2}$ refers to a partial derivative with respect to $T_{1}$ and $T_{2}$ ). These two sets of equations can be recombined using the so-called reconstitution method [39, 41], yielding:
$\dot{A}=\frac{\mathrm{d} A}{\mathrm{~d} t}=\varepsilon D_{1} A+\varepsilon^{2} D_{2} A+O\left(\varepsilon^{3}\right)$,
for any complex amplitude $A\left(T_{1}, T_{2}\right)$. After some algebra, detailed in "Appendix C", one obtains the following slow time scale modulation equations:
$\dot{a}_{1}=\frac{\varepsilon \beta_{1} a_{1} a_{2}}{4 \omega_{1}}\left[1+\frac{\varepsilon \sigma}{2 \omega_{1}}\right] \sin \gamma_{p}$,
$\dot{a}_{2}=-\frac{\varepsilon \beta_{2} a_{1}^{2}}{4 \omega_{2}}\left[1-\frac{\varepsilon \sigma}{2 \omega_{2}}\right] \sin \gamma_{p}$,
$\dot{\theta}_{1}=\frac{\varepsilon \beta_{1} a_{2}}{4 \omega_{1}}\left[1+\frac{\varepsilon \sigma}{2 \omega_{1}}\right] \cos \gamma_{p}-\varepsilon^{2} \frac{\Lambda_{1} a_{2}^{2}+\Lambda_{2} a_{1}^{2}}{8 \omega_{1}}$,
$\dot{\theta}_{2}=\frac{\varepsilon \beta_{2} a_{1}^{2}}{4 \omega_{2} a_{2}}\left[1-\frac{\varepsilon \sigma}{2 \omega_{2}}\right] \cos \gamma_{p}-\varepsilon^{2} \frac{\Lambda_{3} a_{1}^{2}+\Lambda_{4} a_{2}^{2}}{8 \omega_{2}}$,
where
$\gamma_{p}=2 \theta_{1}-\theta_{2}+\sigma T_{1}$.
Note that these recombined equations now explicitly depend on both quadratic terms, via the ( $\beta_{1}, \beta_{2}$ ) coefficients; and cubic terms, via the newly introduced coefficients $\Lambda_{k}, k=1, \ldots 4$, which read:
$\Lambda_{1}=-\beta_{1}^{2}\left[\frac{1}{4 \omega_{1}^{2}}+\frac{1}{\omega_{2}\left(2 \omega_{1}+\omega_{2}\right)}\right]-2 \alpha_{4} \omega_{2}^{2}-2 \alpha_{2}$,
$\Lambda_{2}=\beta_{1} \beta_{2}\left[\frac{1}{4 \omega_{1} \omega_{2}}+\frac{2}{\omega_{2}^{2}}\right]-\alpha_{3} \omega_{1}^{2}-3 \alpha_{1}$,
$\Lambda_{3}=\beta_{1} \beta_{2}\left[\frac{1}{2 \omega_{1} \omega_{2}}-\frac{2}{\omega_{2}\left(2 \omega_{1}+\omega_{2}\right)}\right]-2 \alpha_{6}-2 \alpha_{9} \omega_{1}^{2}$,
$\Lambda_{4}=-3 \alpha_{7}-\alpha_{10} \omega_{2}^{2}$.
On can remark as a particular feature that the coefficients $\alpha_{5}$ and $\alpha_{8}$ do not appear in the above $\Lambda_{i}$ expressions, even though they are associated to resonant
cubic monomials in the real normal form. The MSM expansion shows that their effect is seen from the next order of development. As a matter of fact, real normal form differs from complex normal form, is less symmetric, and produces more resonant monomials. Also, the MSM expansion, using complex notations, implicitly relies on the complex normal form, and expresses the resonant monomials through the solvability condition. Hence it can be concluded that the monomials associated with $\alpha_{5}$ and $\alpha_{8}$ are resonant for the real normal form, but not for the complex normal form, explaining the fact that they disappear when one writes down the modulation equation with the MSM.

Since $\gamma_{p}$ explicitly depends on the slow time scale $T_{1}$, the system defined by Eqs. (10a-10d) is not autonomous. Then, it is convenient to combine the phase Eqs. (10c,10d) with (11) to obtain:

$$
\begin{align*}
\dot{\gamma}_{p}= & \varepsilon \sigma+\left(\frac{\varepsilon \beta_{1} a_{2}}{2 \omega_{1}}\left[1+\frac{\varepsilon \sigma}{2 \omega_{2}}\right]-\frac{\varepsilon \beta_{2} a_{1}^{2}}{4 a_{2} \omega_{2}}\left[1-\frac{\varepsilon \sigma}{2 \omega_{2}}\right]\right) \cos \gamma_{p} \\
& +\varepsilon^{2}\left(\frac{\Lambda_{3} a_{1}^{2}+\Lambda_{4} a_{2}^{2}}{8 \omega_{2}}-\frac{\Lambda_{1} a_{2}^{2}+\Lambda_{2} a_{1}^{2}}{4 \omega_{1}}\right), \tag{13}
\end{align*}
$$

in which $\mathrm{d} T_{1} / \mathrm{d} t=\varepsilon$ has been used. Consequently, one obtains two equivalent autonomous systems, being, respectively Eqs. (10a, 10b, 10c)-(13) in term of variables ( $a_{1}, a_{2}, \theta_{1}, \gamma_{p}$ ) and Eqs. (10a, 10b, $10 \mathrm{~d})-(13)$ in term of variables ( $a_{1}, a_{2}, \theta_{2}, \gamma_{p}$ ). This generic four-dimensional dynamical system will be reduced to a three-dimensional one in the next section, in the particular case of stationary solutions. One must also remark that Eqs. (10c, 10d) (and consequently Eq. (13)) are valid only if $a_{1}, a_{2} \neq 0$ since they result from Eqs. (62c, 62d) divided respectively by $a_{1}$ and $a_{2}$.

Now that the modulation equations have been derived, the focus will be on analyzing their solutions. Before proceeding in the next section, it is worth underlining that the quadratic terms in Eq. (62) are the same as those reported in [10], obtained with a first-order MSM solution, hence highlighting how the results presented here will extend earlier derivations. Another important point, discussed in "Appendix $C$ and $E^{\prime \prime}$, is that these modulation equations are slightly different from those obtained in previous studies, see e.g. Eqs. (175-178) of [39], in which a
similar problem is considered through a second-order MSM solution. The discrepancies are the consequence of the different assumptions used in the MSM process. In particular, alternative derivations, as those presented in [39], have been deeply analyzed and compared to the ones presented here, and "Appendix E " is completely devoted to these calculations, which clearly show that the retained assumptions lead to better results as compared to reference numerical solutions, justifying our final choice.

### 2.3 Branches of stationary solutions

Integrating the modulation Eq. (10) can lead to various free vibration solutions, depending on the four initial conditions $R_{1}(0), R_{2}(0), \dot{R}_{1}(0), \dot{R}_{2}(0)$. Restricting ourselves to solutions that are stationary in amplitude, i.e. such that $\mathrm{d} a_{1} / \mathrm{d} t=\mathrm{d} a_{2} / \mathrm{d} t=0$, imposes a stringent condition on the phase $\gamma_{p}$, since non trivial solutions are obtained when $\sin \gamma_{p}=0$, which implies that $\gamma_{p}$ is also stationary, with value $\gamma_{p}=k \pi$ with $k \in \mathbb{Z}$ and $\cos \gamma_{p}=p$ with $p= \pm 1$.

Then, because $a_{1}, a_{2}$ and $\gamma_{p}$ are constants, one obtains three conditions. The second member of Eq. (10c, 10d) are constants, which leads to the first two:

$$
\begin{equation*}
\dot{\theta}_{1}=\tilde{\omega}_{1}=\Gamma_{1} p a_{2}+\Gamma_{2} a_{1}^{2}+\Gamma_{3} a_{2}^{2} \quad \Rightarrow \quad \theta_{1}(t)=\tilde{\omega}_{1} t+\phi_{1} ; \tag{14a}
\end{equation*}
$$

$\dot{\theta}_{2}=\tilde{\omega}_{2}=\Gamma_{4} p \frac{a_{1}^{2}}{a_{2}}+\Gamma_{5} a_{1}^{2}+\Gamma_{6} a_{2}^{2} \quad \Rightarrow \quad \theta_{2}(t)=\tilde{\omega}_{2} t+\phi_{2}$,
where $\phi_{1}$ and $\phi_{2}$ are integration constants and the coefficients $\Gamma_{k}, k=1, \ldots 6$ are functions of the system's parameters. Their expression naturally appear in the modulation equations in the process of the MSM, see "Appendix C" for details, and their explicit expressions read:
$\Gamma_{1}=\frac{\varepsilon \beta_{1}}{4 \omega_{1}}\left[1+\frac{\varepsilon \sigma}{2 \omega_{1}}\right], \quad \Gamma_{4}=\frac{\varepsilon \beta_{2}}{4 \omega_{2}}\left[1-\frac{\varepsilon \sigma}{2 \omega_{2}}\right]$,

$$
\begin{equation*}
\Gamma_{2}=-\frac{\varepsilon^{2} \Lambda_{2}}{8 \omega_{1}}, \quad \Gamma_{3}=-\frac{\varepsilon^{2} \Lambda_{1}}{8 \omega_{1}}, \quad \Gamma_{5}=-\frac{\varepsilon^{2} \Lambda_{3}}{8 \omega_{2}}, \quad \Gamma_{6}=-\frac{\varepsilon^{2} \Lambda_{4}}{8 \omega_{2}} . \tag{15b}
\end{equation*}
$$

Finally, the third condition is the following relationship between $a_{1}$ and $a_{2}$, obtained with Eqs. (11), (14a, 14b):
$\dot{\gamma}_{p}=2 \tilde{\omega}_{1}-\tilde{\omega}_{2}+\varepsilon \sigma=0 \Rightarrow a_{1}^{2}=\frac{\left(2 \omega_{1}-\omega_{2}\right) a_{2}+2 \Gamma_{1} p a_{2}^{2}+\left(2 \Gamma_{3}-\Gamma_{6}\right) a_{2}^{3}}{\Gamma_{4} p+\left(\Gamma_{5}-2 \Gamma_{2}\right) a_{2}}$.

Then, eliminating $\left(\theta_{1}, \theta_{2}\right)$ in Eqs ( $7 \mathrm{a}, 7 \mathrm{~b}$ ) with Eqs. (14a-14b), one obtains:
$R_{1}(t)=a_{1} \cos \left(\omega_{\mathrm{nl1}} t+\phi_{1}\right)+O(\varepsilon)$,
$R_{2}(t)=a_{2} \cos \left(\omega_{\mathrm{n} 12} t+\phi_{2}\right)+O(\varepsilon)$,
where the nonlinear frequencies are functions of the amplitudes as follows:
$\omega_{\mathrm{nl1}}=\omega_{1}+\Gamma_{1} p a_{2}+\Gamma_{2} a_{1}^{2}+\Gamma_{3} a_{2}^{2}$,
$\omega_{\mathrm{nl2}}=\omega_{2}+\Gamma_{4} p \frac{a_{1}^{2}}{a_{2}}+\Gamma_{5} a_{1}^{2}+\Gamma_{6} a_{2}^{2}$.
One can notice that the obtained solutions are families of periodic orbits, with frequencies $\omega_{\mathrm{n} 11}$ and $\omega_{\mathrm{n} 12}$ depending on the amplitudes $a_{1}$ and $a_{2}$. The frequency dependence upon amplitudes given in Eq. (18) defines the two backbone curves of the coupled solutions of the system. In phase space, the corresponding families of periodic orbits lie on invariant manifolds known as a Lyapunov Subcenter Manifold (LSM) in this conservative case [27]. This LSM is univocally defined as a nonlinear mode (NNM) in vibration theory [11, 12, 27, 42, 43].

Based on the above developments, several solutions can be found:

- The trivial solution $a_{1}=a_{2}=0$;
- An uncoupled solution with ( $a_{1} \neq 0, a_{2}=0$ ), denoted as the U1-mode. Eq. (62d) shows that $a_{2}=0 \Rightarrow a_{1}=0$ so that this U1-mode is not admissible ${ }^{1}$. Going back to the initial system (6), this result is natural since a quadratic invariance breaking term $\beta_{2} R_{1}^{2}$ is present in the second equation. Consequently, the U1-mode does not exist as a possible solution of the system.
- An uncoupled solution with $\left(a_{1}=0, a_{2} \neq 0\right)$, denoted as the U2-mode. This solution is possible

[^1]and corresponds to the single mode vibration of the second mode. Since it is dictated by a nonlinear oscillator, on can easily derives the uncoupled backbone curve of the U2-mode from Eq. (18b) as
$\omega_{\mathrm{n} 12}=\omega_{2}\left(1+\frac{\Gamma_{6}}{\omega_{2}} a_{2}^{2}\right)$.
The backbone curve of the U2-mode, obtained by imposing $R_{1}=0$ in the second equation of the initial system (6b), has thus a hardening/softening behaviour dictated by the sign of $\Gamma_{6}$.

- a coupled solution with $\left(a_{1} \neq 0, a_{2} \neq 0\right)$, denoted as C - mode. In this case, the fact that $\gamma_{p}$ is a constant, see Eq. (16), shows that the oscillations of the two DOFs are locked, in frequency and phase:
$\omega_{\mathrm{nl1}}=\omega_{\mathrm{n} 12} / 2, \quad \phi_{1}=\left(\phi_{2}+k \pi\right) / 2$,
as well as in amplitude since $a_{1}$ is a function of $a_{2}$ thanks to Eq. (16). At this stage, one must remember that two values for $\cos \gamma_{p}=p= \pm 1$ are admissible, leading to two distinct coupled modes: the $\mathrm{C}+$ mode, with $p=1, k$ even and the $\mathrm{C}-$ mode, with $p=-1, k$ odd. An interesting consequence of the locking is the shape of those $\mathrm{C}+$ and $\mathrm{C}-$ modes in the configuration space ( $R_{1}, R_{2}$ ). Using Eq. (20) in Eqs. (17a, 17b), one obtains:
$R_{1}(t)=a_{1} \cos \left(\frac{\omega_{\mathrm{nl} 2}}{2} t+\frac{\phi_{2}+k \pi}{2}\right)+O(\varepsilon)$,
$R_{2}(t)=a_{2} \cos \left(\omega_{\mathrm{nl2} 2} t+\phi_{2}\right)+O(\varepsilon)$,
from which one easily shows that:
$\mathrm{C}+$ mode: $\quad \frac{R_{2}}{a_{2}}=2 \frac{R_{1}^{2}}{a_{1}^{2}}-1 ; \quad \mathrm{C}-$ mode: $\quad \frac{R_{2}}{a_{2}}=-2 \frac{R_{1}^{2}}{a_{1}^{2}}+1$.
The two above equations show that the two modes have the shape of parabolas in the space $\left(R_{1}, R_{2}\right)$, as shown in Fig. 1, a result that has already been underlined in [10], but using a first-order MSM on a quadratic system. Analogous results on the topology of coupled modes were also obtained in the case of $1: 1$ internal resonance, where the modes were denoted, depending on their shape


Fig. 1 Parabolic Modes of the coupled solutions in the configuration plane $\left(R_{1}(t), R_{2}(t)\right)$. a the $\mathrm{C}+$ mode and $\mathbf{b}$ the $\mathrm{C}-$ mode
in the configuration space, as "normal mode" and "elliptic mode" [44, 45].

The main difference in the results reported here, as compared, for example, to the recent ones on the backbone curves derived in [10], lies in the fact that cubic terms are taken into account thanks to the normal form approach and the second-order MSM. The main consequence is that the backbone curve of the U2-mode has a curvature and is not a straight line anymore, because of the cubic term. In the same context, the coupled backbones of the $\mathrm{C}+$ and $\mathrm{C}-$ modes will show a curvature, a feature that was not present in [10].

### 2.4 Existence conditions and branching of the coupled solution

This section is devoted to the derivation of results on the existing conditions of the $\mathrm{C}+$ and C - modes and their branching to the U2-mode. Only the mathematical derivations are given, illustrative examples being postponed to Sect. 3.1 where a special emphasis on the topology of the bifurcated solutions will be given.

Starting with the uncoupled solution (U2-mode),
discussion can thus focus on the case of the coupled $\mathrm{C}+$ and $\mathrm{C}-$ modes. A simple condition is derived by imposing that the expression of $a_{1}^{2}$ in Eq. (16) must be positive. For the ease of the discussion, let us first consider the simplified case of the first-order MSM solution, already analyzed in [10]. This case is obtained by dropping all $\varepsilon^{2}$ terms in Eq. (15), leading to $\Gamma_{1}=\varepsilon \beta_{1} /\left(4 \omega_{1}\right), \quad \Gamma_{4}=\varepsilon \beta_{2} /\left(4 \omega_{2}\right)$ and $\Gamma_{2}=\Gamma_{3}=\Gamma_{5}=\Gamma_{6}=0$. The positive sign of $a_{1}^{2}$ from Eq. (16) depends on the signs of $\beta_{1}$ and $\beta_{2}$, leading to the two following conditions that enforces $a_{1}^{2} \geq 0$ :

$$
\begin{align*}
& \operatorname{sign} \beta_{1}=\operatorname{sign} \beta_{2} \Rightarrow a_{2} \geq-p \zeta_{0} \\
& \operatorname{sign} \beta_{1} \neq \operatorname{sign} \beta_{2} \Rightarrow a_{2} \leq-p \zeta_{0}, \tag{23}
\end{align*}
$$

with
$\zeta_{0}=\frac{2 \omega_{1}-\omega_{2}}{2 \Gamma_{1}}=\frac{2 \omega_{1}\left(2 \omega_{1}-\omega_{2}\right)}{\varepsilon \beta_{1}}=\frac{2 \omega_{1} \sigma}{\beta_{1}}$.
Hence in this simplified case, $-p \zeta_{0}$ appears as the unique root where $a_{1}^{2}$ vanishes in Eq. (16). Since we can consider $a_{2}>0$ without loss of generality, the coupled backbones exist only if $\beta_{1}$ and $\beta_{2}$ share the same sign, and one of the coupled backbones is defined for $a_{2} \geq 0$ whereas the other exists for $a_{2} \geq\left|\zeta_{0}\right|$ (reminding that $p= \pm 1$ ). In this latter case, $a_{2}=\left|\zeta_{0}\right|$ leads to $a_{1}=0$ and to $\omega_{\mathrm{n} 12}=\omega_{2}$, which means that one of the coupled backbones emerges from the uncoupled U2-mode backbone curve (which is in this simplified case the vertical line $\omega_{\mathrm{n} 12}=\omega_{2}$ ) at a non zero amplitude $a_{2}=\left|\zeta_{0}\right|$. In the special case of $\sigma=0$, both backbones emerge at a vanishing amplitude, and from the x -axis (referring to the frequency) at the same point as $\omega_{2}=2 \omega_{1}$.

Let us now analyze the more difficult present case of the solutions at second order. In this case, the situation is less straightforward since it depends on all six nonzero $\Gamma_{k}$ coefficients. Requiring that $a_{1}^{2}$ is positive in Eq. (16) leads to the following condition:
$L\left(a_{2}\right) \equiv a_{2}\left[\left(2 \omega_{1}-\omega_{2}\right)+2 \Gamma_{1} p a_{2}+\left(2 \Gamma_{3}-\Gamma_{6}\right) a_{2}^{2}\right]\left[\Gamma_{4} p+\left(\Gamma_{5}-2 \Gamma_{2}\right) a_{2}\right] \geq 0$,
one easily observes that there are no restriction that might give rise to a condition of existence. The
where $L\left(a_{2}\right)$ is the product of the numerator and denominator of the right-hand side of Eq. (16). The roots of the polynomial $L\left(a_{2}\right)$ are:


Fig. 2 Behaviour of the roots $\zeta_{2,3}$ as function of the cubic $\alpha$ coefficient taken with equal values for simplicity ( $\alpha=\alpha_{k} \forall k$ ) and with $\beta_{1}=\beta_{2}=1$. Solid lines refers to the $\mathrm{C}+$ mode with $p=1$, while dashed lines refers to the $\mathrm{C}-$ mode with $p=-1$. The red and blue lines denote respectively the case with

$\varepsilon=0.001$ and $\varepsilon=0.01$. The black line denotes $-p \zeta_{0}$. (a) case of a negative detuning with $\omega_{2}=2$ and $\omega_{1}=0.975$, (b) case of a positive detuning with $\omega_{2}=2$ and $\omega_{1}=1.025$. (Color figure online)
$\zeta_{1}=\frac{\Gamma_{4} p}{2 \Gamma_{2}-\Gamma_{5}}, \quad \zeta_{2,3}=\frac{1}{\Gamma_{6}-2 \Gamma_{3}}\left[\Gamma_{1} p \pm \sqrt{\Gamma_{1}^{2}+\left(2 \omega_{1}-\omega_{2}\right)\left(\Gamma_{6}-2 \Gamma_{3}\right)}\right]$,
in addition to the vanishing solution. The two roots $\zeta_{2,3}$ are important since they come from the numerator of $a_{1}^{2}$, such that they nullify $a_{1}\left(a_{2}=\zeta_{2,3} \Rightarrow a_{1}=0\right)$. In comparison to the above considered first-order MSM results, the three roots $\zeta_{1,2,3}$ are obtained instead of the single root $-p \zeta_{0}$. Note that, as long as $\varepsilon$ is small, the second-order MSM solution is a correction to the first-order, and thus should not change the situation drastically. In particular, in the spirit of perturbative reasoning based on the leading orders, one can easily assume that $\Gamma_{2}, \Gamma_{3}, \Gamma_{5}$, and $\Gamma_{6}$ are small. Consequently, since the denominators $2 \Gamma_{2}-\Gamma_{5}$ and $\Gamma_{6}-2 \Gamma_{3}$ are small, one of the two roots, either $\zeta_{2}$ or $\zeta_{3}$, should be close to $-p \zeta_{0}$, whereas the two others, either $\zeta_{2}$ or $\zeta_{3}$ in addition to $\zeta_{1}$, are far from $-p \zeta_{0}$ in absolute value. As a consequence, we can conjecture by perturbative reasoning that the starting point of the coupled backbone curves in the plane ( $\omega_{\mathrm{n} 12}, a_{2}$ ) admits an amplitude of $\zeta_{2}$ (or $\zeta_{3}$ ) and represents a branching point from the uncoupled backbone curves.

To illustrate the above reasoning, we assume an equal value for all cubic coefficients $\alpha_{i}=\alpha$, $\forall i=1, \ldots 10$ to control the amount of cubic terms with a single parameter. Then, Fig. 2 shows the
evolution of the roots $\zeta_{2,3}$ from Eq. (26), and $-p \zeta_{0}$, from Eq. (24) as a function of $\alpha$ for two different values of $\varepsilon$ and two different values of the detuning. It clearly shows that the new roots $\zeta_{2,3}$ of the second-order analysis emerge from the root $-p \zeta_{0}$ of the first-order analysis, hence validating the above perturbative reasoning. This will be further illustrated in Figs. 3 and 4 in the next section, showing undoubtedly that the coupled backbone that starts at a non-zero-amplitude branches from the uncoupled U 2 mode. With a calculation, this can be verified by substituting $a_{2}$ from the numerator of Eq. (16), which defines $\zeta_{2,3}$, in (18a), to obtain Eq. (19).

Note that in the special case of $\sigma=0\left(\omega_{2}=2 \omega_{1}\right)$, $\zeta_{1}$ is given by Eq. (26) and the two roots reads:
$\zeta_{2,3}=0 \quad$ or $\quad \frac{2 p \Gamma_{1}}{\Gamma_{6}-2 \Gamma_{3}}$,
With the same reasoning, since $\Gamma_{6}-2 \Gamma_{3}$ is small with respect to $\Gamma_{1}, \zeta_{0}=0$ is replaced here by $\zeta_{2,3}=0$, showing that the branching point between the U2-mode and the coupled-mode backbones appears at $a_{2}=0$.


Fig. 3 Backbone curves of the system in the specific case where only the quadratic resonant terms are considered such that $g_{12}^{1}=g_{11}^{2}=1$, while the other nonlinear coefficients are zero. Three different detunings are analyzed: $\sigma=-0.05$ (first column), $\sigma=0$ (second column), and $\sigma=0.05$ (third column). Comparison between the second-order MSM result (dash-
dotted) and the reference numerical solution directly obtained from the normal form ( $2 \mathrm{a}-\mathrm{d}$ ) (solid line with circle markers). Coupled solutions, $\mathrm{C}+$ mode and C - mode, are plotted in blue and red, respectively. The uncoupled solution (U2 mode) is plotted in green with solid and dotted lines denote the stable and unstable solutions, respectively. (Color figure online)
eigenvalues are either zero or purely imaginary, leading to a neutrally stable fixed point [4].

In the case of the coupled $\mathrm{C}+$ and C - solutions, the Jacobian is written in "Appendix D" and leads to the eigenvalues:
$\lambda_{1}=0, \quad \lambda_{2,3}= \pm a_{1} \sqrt{v a_{2}-\Gamma_{4}^{2} \frac{a_{1}^{2}}{a_{2}^{2}}-4 \Gamma_{1} \Gamma_{4}}$,
with
$v=2 \Gamma_{4} p\left(\Gamma_{6}-2 \Gamma_{3}\right)+2 \Gamma_{1} p\left(2 \Gamma_{2}-\Gamma_{5}\right)$.
In the most general case of arbitrary coefficients $\Gamma_{k}$, assessing the sign of the radicand is difficult. More simple reasoning can be conducted with a perturbative approach, as in the previous section. Indeed, if $\varepsilon$ is small, then $\Gamma_{2,3,5,6}$ are also small with respect to $\Gamma_{1,4}$ . Consequently at first-order (thus coinciding with the solution analyzed in [10]), the eigenvalues simplifies to $\lambda_{2,3} \simeq \pm a_{1} \sqrt{-\Gamma_{4}^{2} a_{1}^{2} / a_{2}^{2}-4 \Gamma_{1} \Gamma_{4}}$. If $\beta_{1}$ and $\beta_{2}$ share the same sign, it is also the case for $\Gamma_{1}$ and $\Gamma_{4}$ and one


Fig. 4 Backbone curves of the system with quadratic and cubic terms considered: $g_{12}^{1}=g_{11}^{2}=1$, $g_{11}^{1}=g_{22}^{1}=g_{12}^{2}=g_{22}^{2}=0.5$, and $h_{i j k}^{p}=0.1$ for $i, j, k$, and $p=1,2$. Three different detunings are considered: $\sigma=-0.05$ (first column), $\sigma=0$ (second column), and $\sigma=0.05$ (third column). Comparison between the second-order MSM result (dash-dotted) and the reference numerical solution directly
obtained from the original Eqs. (2a-d) (solid line for stable solution, dotted line for unstable solution, with circle markers on both types of numerical solutions). Coupled solutions, C+ mode and C - mode, are plotted in blue and red, respectively. The uncoupled solution (U2 mode) is plotted in green with solid and dotted lines denote the stable and unstable solutions, respectively. (Color figure online)
concludes that $\lambda_{2,3}$ are purely imaginary. The coupled solutions $\mathrm{C}+$ and $\mathrm{C}-$ are then stable.

Following the same reasoning as in the previous section, the second-order solution can be assessed as a perturbation of the first-order, and one can conclude that for small amplitudes, the coupled backbones will thus be stable. Note that following these branches of the solution to higher amplitudes, then the stability might change, leading to secondary bifurcations and loss of stability of the coupled solutions. This is left for further study and outside the scope of the present analytical development.

### 2.6 Stability of the uncoupled U 2 solution

In the case of the uncoupled U 2 solution, the situation is more intricate since the modulation Eqs. (10a, 10b), (13) in the polar form lead to a singular Jacobian. In fact, $a_{1}=0$ for the U2-mode, which means that $\theta_{1}$ and thus $\gamma_{p}$ are not properly defined. One has then to use a Cartesian form of the modulation
equations that is written in "Appendix D". In the case of the U 2 solution, the eigenvalues of the Jacobian of the modulation equations read (see Eq. (80)):
$\lambda_{1}=0, \quad \lambda_{2,3}= \pm \sqrt{-N\left(a_{2}, 1\right) N\left(a_{2},-1\right)}$,
where $\quad N\left(a_{2}, p\right)=\left(2 \omega_{1}-\omega_{2}\right) / 2+p \Gamma_{1} a_{2}+\left(\Gamma_{3}-\Gamma_{6} / 2\right) a_{2}^{2}$. Notice that the zeros of $N\left(a_{2}, p\right)$ in term of $a_{2}$ are $\zeta_{2,3}$ introduced in Sect. 2.4 and that $2 a_{2} N\left(a_{2}, p\right)$ is precisely the numerator of $a_{1}^{2}$ in Eq. (16). Consequently, the value $a_{2}=\zeta_{2,3}$ makes $\lambda_{2,3}=0$, which immediately proves that there is a change of stability of the U2-mode at the branching points between the U 2 -mode and the $\mathrm{C}+/ \mathrm{C}-$ modes, depending on the sign of $2 \omega_{1}-\omega_{2}$ and of $p= \pm 1$.

Then, assessing the sign of $N\left(a_{2}, p\right)$ seems difficult in the general case of arbitrary values of $\Gamma_{1,3,6}$ but, as done before, we refer to the first-order MSM solution. In this case, $\Gamma_{3}=\Gamma_{6}=0$ and the eigenvalues reads:
$\lambda_{2,3}= \pm \sqrt{\Gamma_{1}^{2} a_{2}^{2}-\frac{\left(2 \omega_{1}-\omega_{2}\right)^{2}}{4}}$
in which the radicand is negative if $0<a_{2}<\left|\zeta_{0}\right|$ and is positive if $a_{2}>\left|\zeta_{0}\right|$, with $\zeta_{0}$ defined in Eq. (24). Consequently, in the case of the first-order MSM solution, the U2-mode is stable for $a_{2}$ below the branching point with the coupled mode, and is unstable above. The branching point between the U 2 and the $\mathrm{C}+/ \mathrm{C}-$ modes is consequently a supercritical pitchfork bifurcation. In the general case for which $\Gamma_{3,6}$ are non-zero, one can use the perturbative reasoning, based on the fact that the coefficients of the sec-ond-order are small and that we are evaluating locally the loss of stability at the branching point (which is for small amplitudes). Then, one can conclude that the above findings are still valid with $\zeta_{0}$ replaced by $\zeta_{2,3}$ (see Fig. 2).

In the special case without detuning, $\sigma=0$ $\left(\omega_{2}=2 \omega_{1}\right)$, Eq. (30) predicts that
$\lambda_{2,3}= \pm a_{2} \sqrt{4 \Gamma_{1}^{2}-\left(2 \Gamma_{3}-\Gamma_{6}\right)^{2} a_{2}^{2}} / 2$.
Using the same reasoning as in Sect. 2.4, the radicand of the square root is positive, showing that the eigenvalue are real for all $a_{2}>0$. Consequently in this case without detuning, the U2-mode branch is fully unstable, which is in agreement with the location of the branch point at $a_{2}=0$.

## 3 Backbone curves, frequency response functions and invariant manifolds

### 3.1 Backbone curves

The aim of this section is to illustrate the previous findings on the topology of the solution branches (backbone curves). A special emphasis is set on showing the changes brought by taking into account the cubic terms in the normal form system ( $2 \mathrm{a}-\mathrm{d}$ ), as compared to the results given by considering only the quadratic resonant monomials, in order to illustrate the effects of the non-resonant quadratic terms. In all the results shown, the second-order MSM solution is used, either by setting to non-zero values only $g_{12}^{1}$ and $g_{11}^{2}$, or by considering all the coefficients appearing in $(2 \mathrm{a}-\mathrm{d})$. The second-order MSM solution is also compared to a reference numerical solution obtained
with a continuation procedure. The continuation of periodic orbits is realized thanks to the harmonic balance method (HBM), and the asymptotic numerical method, as implemented in the open code Manlab, which also computes stability [46-48].

The two selected cases are shown respectively in Figs. 3 and 4, depicting the three backbones of the system analyzed in the previous section, for various values of the parameters. The uncoupled, U2-mode, with $a_{1}=0, a_{2} \neq 0$ is shown in green, while the two coupled $\mathrm{C}+$ and $\mathrm{C}-$ modes are in blue and red.

Figure 3 shows the special case where only the resonant quadratic monomials have been selected $\left(g_{12}^{1}=g_{11}^{2}=1\right)$, while all other coefficients have been set to zero. The system thus reduces to the one studied in [10], with the distinctive feature that a second-order MSM solution is still at hand. Since no cubic terms are present, the uncoupled backbone degenerates to a straight vertical line. The coupled $\mathrm{C}+$ and $\mathrm{C}-$ modes share the properties already underlined in $[10,13]$. For a negative detuning, the $\mathrm{C}-$ mode emerges at zero amplitude for $\omega_{n l}=2 \omega_{1}$, while the $\mathrm{C}+$ mode emerges at a non-zero $a_{2}$ amplitude, at $\omega_{n l}=\omega_{2}$. The situation is reversed for positive detuning, the $\mathrm{C}+$ mode starting with zero amplitude at $\omega_{n l}=2 \omega_{1}$ and the C - mode branching from the uncoupled solution with a non-zero amplitude. For a perfectly tuned system, $\sigma=0, \omega_{2}=2 \omega_{1}$ and all branches start at zero amplitude.

The main novelties, as compared to the previous studies, are twofold. First the analysis clearly shows that the non-vanishing branch point is exactly on the uncoupled U2-mode, starting either at amplitude $a_{2}=\zeta_{3}$ for negative detuning, or $a_{2}=\zeta_{2}$ for $\sigma>0$. Second, since a second-order MSM result is shown here, one can observe that the coupled $\mathrm{C}+/$ $\mathrm{C}-$ branches show an important curvature in the $\left(\omega_{n l}, a_{2}\right)$ plane, which was not the case in the previously shown results using first-order MSM.

Figure 4 shows the more general case where cubic terms are taken into account in the normal form. More specifically, the values have been set to: $g_{12}^{1}=g_{11}^{2}=1, \quad g_{11}^{1}=g_{22}^{1}=g_{12}^{2}=g_{22}^{2}=0.5, \quad$ and $h_{i j k}^{p}=0.1$ for $i, j, k$, and $p=1,2$. As a main consequence, the uncoupled U2 backbone is now curved, due to the presence of the non-vanishing $\Gamma_{6}$ coefficient, see Eq. (19). With the selected values, $\Gamma_{6}<0$ and consequently, the U2-mode shows a softening
behaviour. Interestingly, and as shown in the previous section, the non-zero branch point of the $\mathrm{C}+$ mode, for a negative detuning, is located at $a_{2}=\zeta_{3}$, exactly on the backbone of the uncoupled solution. The same applies for positive detuning, the $\mathrm{C}-$ mode branching from the U2 backbone at amplitude $a_{2}=\zeta_{2}$. Since non-zero cubic terms are now present, the shape of the coupled $\mathrm{C}+/ \mathrm{C}-$ backbones shows a much more important curvature, seen in particular in the plane $\left(\omega_{n l}, a_{1}\right)$ where the branches of $\mathrm{C}+$ solution first increases and then decreases.

The comparison between the second-order MSM and the reference numerical solution shows a very good agreement, even in very adverse conditions as the one shown in Fig. 4. Also, the stability analysis led in the previous section is very well recovered by the numerical solution, validating the perturbative reasoning. In particular, U2-mode is seen to lose stability at the supercritical pitchfork bifurcation point as analyzed, where the coupled solution emerges. Also, the stability of the coupled solution is found to be in line with the analytical results, since stable solutions are retrieved for small amplitudes. Interestingly, the numerical solution shows that the coupled branch can lose stability for higher amplitudes, as expected from the analysis following the remarks at the end of Sect. 2.5. Note that in Figs. 3 and 4, the stability of the analytical solution is not addressed at high amplitudes.

As a conclusion to this section, the numerical simulations shown in Figs. 3 and 4 show that the sec-ond-order MSM solution presented in Sect. 2.2 is in excellent agreement with a reference numerical solution, both for the quantitative shape of the backbone curves and their stability. Indeed, some discrepancies between the analytical and numerical solutions are observed, especially the response of the C+ backbone in Fig. 4 d,e,f due to the approximate nature of MSM at high amplitudes that can be corrected by taking into account higher expansion orders.

### 3.2 Forced oscillations: normal form validity and link to the free solutions

This section is devoted to the link between the backbone curves and the forced-damped response of the system, as well as to assess the validity of the normal form transform, Eq. (2), in comparison with the dynamical solutions given by the original equations
(1). Since the normal transformation relies on an asymptotic development up to the third order, one needs to assess that the assumption is valid in the range of amplitudes used in the present analysis. In this section, only numerical results will be used, and the second-order MSM solution will not be employed anymore. The numerical solutions are derived thanks to the continuation of periodic orbits with the software Manlab.

The forced-damped frequency response functions will be considered for the original system by adding two linear damping terms $2 \xi_{1} \omega_{1} \dot{X}_{1}$ and $2 \xi_{2} \omega_{2} \dot{X}_{2}$ to ( $1 \mathrm{a}, 1 \mathrm{~b}$ ) where $\xi_{1}$ and $\xi_{2}$ are the damping coefficients. The forcing will be considered only on the upperfrequency mode, thus a harmonic force $F \cos \Omega t$ is added to Eq. (1b), where $F$ and $\Omega$ are, respectively, the forcing amplitude and the driving frequency. For the normal form system, Eqs. $(6 a, 6 b)$ are used, and damping and forcing are added in the same manner. This constitutes an assumption, which holds as long as small values of damping and forcing are considered, which will be the case here. If too large values of the damping are to be considered, then the normal form calculations need to address the damping within the calculations, as shown for example in [23, 37]. Also, for too large values of the forcing, a nonautonomous version of the normal transform must be derived, see for example [49]. For the range of amplitudes investigated in this contribution, the first-order assumption on the damping and forcing is sufficient, and one might consider high-order terms only if larger amplitudes had to be taken into account.

In order to represent the amplitude of the forced-damped solutions, and by analogy with the first-order MSM solution (see e.g. [17]), $X_{1}(t)$ and $X_{2}(t)$ are expressed as:
$X_{1}(t)=X_{11 / 2} \cos \left(\frac{\Omega}{2} t-\frac{\gamma_{1}+\gamma_{2}}{2}\right)+\mathrm{OH}$
$X_{2}(t)=X_{21} \cos \left(\Omega t-\gamma_{2}\right)+\mathrm{OH}$
where "OH" means other harmonics of smaller amplitude, $\gamma_{1}$ and $\gamma_{2}$ are the phase angles and $X_{11 / 2}$ and $X_{21}$ are respectively the amplitudes of the leading harmonics of $X_{1}(t)$ and $X_{2}(t)$. In this solution, $X_{2}(t)$ is the directly excited degree of freedom that oscillates at the driving frequency $\Omega$ and $X_{1}(t)$ gains energy through the internal resonance coupling and oscillates


Fig. 5 Frequency response of the fundamental harmonic amplitude $X_{21}$ of $X_{2}(t)$ (the first row) and the subharmonic amplitude $X_{11 / 2}$ of $X_{1}(t)$ (the second row) for $F=0.01$ (the lighter color) and $F=0.02$ (the darker color). The plots are done for $g_{11}^{1}=g_{12}^{1}=g_{11}^{2}=1, g_{22}^{1}=g_{12}^{2}=g_{22}^{2}=0.03$, all the cubic terms $h_{i j k}^{p}=0.3, \xi_{1}=0.007$, and $\xi_{2}=0.01$. The first, second, and third column are the results for $\sigma=-0.05, \sigma=0$, and $\sigma=0.05$, respectively. Comparison between numerical solutions obtained from the original system (blue solid lines
at the subharmonic $\Omega / 2$. For the solution obtained from the normal form, Eqs. ( $6 \mathrm{a}, 6 \mathrm{~b}$ ), $\left(R_{1}(t), R_{2}(t)\right)$ are back transferred to the physical coordinates $\left(X_{1}(t), X_{2}(t)\right)$ with the nonlinear mapping (3a, 3b), and then the amplitude of the first harmonic is selected for representation.

The comparison between the forced responses of both systems is shown in Fig. 5 for positive, negative, and zero values of $\sigma$. It is observed that the forced solution develops according to the backbone curves of the $\mathrm{C}+$ and C - modes. Namely, the two peaks appearing in the forced response of $X_{1}$ and $X_{2}$ lie in the vicinity of the backbone curves. The comparison also shows a very good match between the forced responses of $X_{1}$ and $X_{2}$, and the two systems (normal form versus initial system) predict a Neimark-Sacker bifurcation along the coupled branch for $\sigma=0.05$
with circle markers) and the third-order real normal form (green solid lines). Backbone curves are plotted respectively in blue dashed lines (original system) and green dashed lines (normal form). The uncoupled free and forced solutions are plotted in orange and black, respectively (solid line for stable solutions and dotted lines for unstable). The star symbol denotes the bifurcation point from which coupled solution emerges from the U2 backbone. "QP" denotes the quasi-periodic regime that emerges between two Neimark-Sacker bifurcation points. (Color figure online)
leading to quasi-periodic solutions. A small mismatch can be observed at larger amplitudes between the two solutions, and it appears to be more salient on the backbone curves than on the forced-damped solutions, meaning that the validity range of the normal form approximation is more limited in this specific case by the third-order truncation than by the assumptions made on damping and forcing.

A last point worth investigation when comparing free and forced-damped solutions, is the point of coincidence of the two solutions, since it has a significant practical application for observing phase resonance in experiments. A phase resonance occurs when, for a particular driving frequency $\Omega$, the forcing term exactly cancels the damping, such that the oscillator behaves as if it was in undamped free oscillations, see e.g. [50] for a discussion of the general case, [51] for


Fig. 6 Three dimensional view, in the space ( $\Omega, X_{11 / 2}, X_{21}$ ), of the forced response and the backbone curves, analogous to Fig. 5 with $\sigma=0$. The uncoupled and coupled forced responses are in green and orange, respectively, whereas the $\mathrm{C}+$ and $\mathrm{C}-$ backbone curves are in blue and red, respectively.


The unstable parts are shown in dashed lines. (a) and (b) show different view angles of the same plot to clarify the 3D representation. The zooms are selected to highlight that the free and forced solution branches do not cross each other. (Color figure online)
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Families of periodic orbits in the undamped case, following the backbone curves, are numerically computed with the continuation method. Fig. 7 shows the obtained results for the initial system, given by Eqs. (1a, 1b). It can be observed that the $\mathrm{C}+$ and $\mathrm{C}-$ modes have similar shapes, up to a change $X_{2} \mapsto-X_{2}$, which is consistent with the parabolic shapes of the periodic orbits in the ( $X_{1}, X_{2}$ ) parabolic shapes of the periodic orbits in the $\left(X_{1}, X_{2}\right)$
plane, as shown in Fig. 1. Note that the phase space ( $X_{1}, X_{2}, \dot{X}_{1}, \dot{X}_{2}$ ) is four-dimensional, while the manifolds are two-dimensional. In order to represent them, two different projections in three-dimensional spaces are given in Fig. 7a, b, for the perfectly tuned case with $\sigma=0$. As shown in Sect. 3.1, if $\sigma=0$, the backbone curves of both $\mathrm{C}+$ and $\mathrm{C}-$ modes emerge from zero $X_{1}=X_{2}=0$ amplitude, a result consistent with the birth of the manifold at the origin of the phase space in this case. On the other hand, if $\sigma \neq 0$, one of space in this case. On the other hand, if $\sigma \neq 0$, one of
the modes branches from the U2-mode with a pitchfork bifurcation, which corresponds to the black orbit shown in Fig. 7c.

About this branching, a remark is worth to be
raised: since the pitchfork is supercritical (see Sects. 2.5 and 2.6), after the bifurcation, two stable

This section is devoted to illustrating the geometry of
the nonlinear modes of the system, viewed as periodic
This section is devoted to illustrating the geometry of
the nonlinear modes of the system, viewed as periodic
application to a single DOF problem, and [45] for two cubic oscillators in 1:1 internal resonance.

In the above simulations, since the forcing term is added only to the second oscillator (Eq. 1b), it can only cancel the damping term $2 \xi_{2} \omega_{2} \dot{X}_{2}$ of the second oscillator, and not the one of the first oscillator. We then conclude that a phase resonance is not possible here without adding a forcing term also to the first oscillator (Eq. 1a). This is further illustrated with the three-dimensional views of Fig 6, in which one can see in the insets that the forced response do not intersect the backbone curves, since they lie in distinct 3D planes. A limit condition for a phase resonance would be to have no damping in the first oscillator $\left(\xi_{1}=0\right)$. Those results can be verified by comparing Eqs. (33a, 33b) and (17a, 17b), which shows that the phase resonance can be obtained only with $\gamma_{1}=k \pi$, which is possible only if $\xi_{1}=0$ and $\gamma_{2}=\pi / 2$ (see the firstorder MSM solution of [17]), the latter result being consistant with a phase resonance of the second oscillator. These results might have very important practical applications if one is interested in applying phase resonance on an experimental system displaying 1:2 internal resonance.

### 3.3 Periodic orbits and 3D manifolds



Fig. 7 Three-dimensional phase space representation of the invariant manifolds (LSM, families of periodic orbits/nonlinear modes) of the initial system given by Eqs. (1a, 1b), computed by numerical continuation. Parameter values selected as in Fig. 5a, b C+ and C-modes, respectively in blue and red, for the perfectly tuned case with $\sigma=0$ such that $\omega_{2}=2 \omega_{1}$. (a) Representation in ( $X_{1}, \dot{X}_{1}, X_{2}$ ) space, (b) in $\left(X_{2}, \dot{X}_{2}, X_{1}\right)$ space.
(c) case with a negative detuning, $\sigma=-0.05$. The manifold in green is the U2-mode (uncoupled solution), which shows a branch point with the $\mathrm{C}+$ mode (in blue). The orbit for which branching is occuring at the pitchfork bifurcation is highlighted in black. A black point shows the origin of the phase space. (Color figure online)
manifold shown in Fig. 8d is missed by the thirdorder approximation. Higher-orders are then needed to recover the folding, as shown for example in [37].

## 4 Recovering the saturation phenomenon

A well-known feature of a system presenting 1:2 resonance is the saturation phenomenon, as recalled in the introduction. This saturation effect is very well described for coupled oscillators including only the resonant quadratic monomials, i.e. the terms with coefficients $g_{12}^{1}$ and $g_{11}^{2}$ in the initial system ( $1 \mathrm{a}, 1 \mathrm{~b}$ ), and gave rise to numerous descriptions and applications in the past, see e.g. [1, 14-16] and references therein. The saturation effect exists when the system is forced in the vicinity of the high-frequency mode $\omega_{2}$. After a threshold corresponding to the loss of stability of the uncoupled U2-mode, the coupled solution appears, and is characterized by a constant amplitude for $X_{2}$ when the amplitude of the forcing is increased, meaning that all the energy is transferred to the first oscillator. In terms of the frequencyresponse functions, this corresponds to the fact that the coupled branch shows a minimum in the vicinity of $\Omega \simeq \omega_{2}$, which can be interpreted as an anti-resonance. This case is illustrated in Figs. 9a and 10, for the resonant excitation considered in Sect. 3.2, for which the amplitude $X_{21}$ of the H1 harmonics of $X_{2}(t)$ shows a valley-like shape, with a minimum around


C + mode, second row: $\mathrm{C}-$ mode. First column, space ( $X_{1}, \dot{X}_{1}$, $X_{2}$ ); second column, space ( $X_{2}, \dot{X}_{2}, X_{1}$ ). The parameters are: $g_{11}^{1}=g_{12}^{1}=g_{11}^{2}=1, g_{22}^{1}=g_{12}^{2}=g_{22}^{2}=0.03$, and all the cubic terms $h_{i j k}^{p}=0.1$. The view angle is different in the first and second row for clarity reason. A black point shows the origin of the phase space. (Color figure online)
illustrated in Figs. 9b and 10, with a shift of the antiresonance toward the low frequencies and a symmetry breaking of the shape of the response curves.

Considering, as explained in Sect. 3.1, that the main effect of both the quadratic non-resonant terms and the cubic ones is to bend the response curves, one could think of using intentionally some cubic terms to cancel the bending of the response curves brought by the quadratic terms, using the analytical free solution of the normal form of Sect. 2.2. This idea shares some common points with the one developed in [53], where the nonlinearity is also intentionally tuned in order to create a nonlinear vibration absorber that extends the so-called den Hartog's equal peak method.


Fig. 9 Frequency response of the fundamental harmonic amplitude $X_{21}$ of $X_{2}(t)$ (the first row) and the subharmonic amplitude $X_{11 / 2}$ of $X_{1}(t)$ (the second row) for several excitation levels, computed numerically with Manlab in the case $\sigma=0$ (i.e. $\omega_{2}=2 \omega_{1}$ ). The first column: only the quadratic resonant terms are considered $\left(g_{12}^{1}=g_{11}^{2}=1\right)$. The second column: all the quadratic terms are considered with null cubic terms $\quad\left(g_{11}^{1}=g_{12}^{1}=g_{11}^{2}=1, \quad g_{22}^{1}=g_{12}^{2}=g_{22}^{2}=0.1\right) . \quad$ Third
column: all the quadratic terms are considered with the cubic terms are set based on $(34 \mathrm{a}-34 \mathrm{~d})$. The damping coefficients are $\xi_{1}=0.007$ and $\xi_{2}=0.01$. The uncoupled forced solution is plotted in black and the coupled solutions are plotted in green and blue. The dotted and solid lines denote the stable and unstable solutions, respectively. The dashed lines denotes the coupled free solution. (Color figure online)


Fig. 10 Fundamental harmonic amplitude $X_{21}$ of $X_{2}(t)$ as a function of the excitation level $F$, computed numerically with a continuation method, in the perfectly tuned case $\sigma=0$ (i.e. $\omega_{2}=2 \omega_{1}$ ), and for an external excitation frequency $\Omega=\omega_{2}$, corresponding to the cases of Fig. 9. Black line: linear response with all nonlinear terms cancelled; blue line: only
the quadratic resonant terms are considered (Fig. 9a); red line: all the quadratic terms are considered with null cubic terms (Fig. 9b); green line: same quadratic terms with the tuned cubic terms of Eqs. (34a-34d) (Fig. 9c). The solid and dotted lines denote the stable and unstable solutions, respectively. (Color figure online)

In order to do so, the idea is to select the values of the cubic coefficients $h_{i j k}^{p}$ in order to cancel the effect of the quadratic non resonant terms $g_{11}^{1}, g_{22}^{1}, g_{12}^{2}, g_{22}^{2}$ in the coefficients $\Gamma_{2,3,5,6}$, such that the backbone curve of Eqs. (18a, 18b) degenerate to those obtained if only the quadratic resonant terms were present. Using the complete expressions of the $\Gamma$ coefficients as reported in the "Appendix C", Eqs. (67b, 67c, 67e, 67f), the following tuning rule expresses the cubic nonlinear coefficients as function of the quadratic non-resonant ones, as:
$h_{111}^{1}=\frac{10}{9 \omega_{1}^{2}}\left(g_{11}^{1}\right)^{2}$
$h_{122}^{1}=\frac{1}{\omega_{2}^{2}} g_{12}^{1} g_{22}^{2}-\frac{8 \omega_{2}^{2}-2 \omega_{1}^{2}}{\omega_{1}^{2}\left(\omega_{1}^{2}-4 \omega_{2}^{2}\right)} g_{11}^{1} g_{22}^{1}-\frac{2}{\omega_{1}^{2}-4 \omega_{2}^{2}} g_{22}^{1} g_{12}^{2}$
$h_{112}^{2}=\frac{2}{3 \omega_{2}^{2}} g_{11}^{2} g_{22}^{2}+\frac{1}{\omega_{1}^{2}} g_{11}^{1} g_{12}^{2}-\frac{1}{\omega_{1}^{2}-4 \omega_{2}^{2}}\left(g_{12}^{2}\right)^{2}$
$h_{222}^{2}=\frac{10}{9 \omega_{2}^{2}}\left(g_{22}^{2}\right)^{2}-\frac{2 \omega_{2}^{2}-\omega_{1}^{2}}{\omega_{1}^{2}\left(\omega_{1}^{2}-4 \omega_{2}^{2}\right)} g_{22}^{1} g_{12}^{2}$
Note that only the resonant cubic terms are the parameters to be controlled. The other cubic terms are not considered since they are eliminated in the normal form derivation process, in which it is assumed that such terms have a negligible effect at the third order. To catch the effect of such terms, one has to continue the derivation up to the fourth order, which is not considered in this study.

To validate the proposed technique, Fig. 9c considers the resonant excitation of Sect. 3.2 with the cubic coefficients set as suggested in Eqs. (34a-34d). One observes that this leads first to a lock of the antiresonance point as the excitation level increases and secondly to response curves with a more symmetric shape, as compared to Fig. 9b where the cubic correction terms are not included. In addition, one can see that for the first two excitation levels, the frequency response is almost identical to that of Fig. 9a, which shows the simplified version of ( $1 \mathrm{a}, 1 \mathrm{~b}$ ) where only the quadratic resonant terms are considered. Differences are finally observed when going up to very large amplitudes, which are due to higher-order effects (quintic, ..) that are not taken into account in
the analytics. As a final result, Fig. 10 shows that the present tuning of the cubic terms perfectly cancels the effect of the non-resonant quadratic terms, obtaining a perfect saturation phenomenon, up to comfortable amplitudes for an experimental application, and that significantly enhanced the saturation effect obtained by considering only the resonant quadratic terms. In the numerical example considered here, the green and the blue curves almost perfectly match up to an amplitude 23 times the threshold forcing level.

## 5 Conclusion

In this article, the second-order effect of the quadratic non-resonant terms, and the cubic terms, of two oscillators featuring 1:2 internal resonance has been investigated. A special emphasis has been put on the topology of the solution branches for free vibrations (backbone curves) and forced-damped response. The conjugated effect of the non-resonant quadratic terms and the cubic terms, appearing in the same order of expansion in the normal form approach, has been analyzed with a second-order multiple scales expansion. The overall topology in terms of instabilities, bifurcation, and branching is not deeply modified as compared to a first-order analysis; since the most important features of the 1:2 internal resonance are driven by the resonant quadratic terms. However, important quantitative features have been deeply analyzed, complementing already published results on the same problem, which were limited to a first-order development [10, 13].

In the course of the development, numerous interesting results have been derived. The complete analytical derivation of the real normal form for a problem featuring 1:2 internal resonance, and up to the third order, has been shown, complementing the results given in $[11,38]$ where the assumptions of no internal resonance were retained. The topology of the invariant manifolds linked to the backbone curves/ nonlinear modes of the system with 1:2 internal resonance has also been investigated. In particular, the fact that the branch point of the coupled solution is along the uncoupled U2-mode, hence complementing the bifurcation portrait of the conservative problem, has been highlighted. The validity domain of the normal form transform, in both free and forced vibrations, is also assessed by comparisons to numerical
solutions. Finally, the connection between the free and the forced responses of the system has been analyzed, with possible future applications in phase resonance testing of structures with internal resonances [45, 51].

The main application of the analysis presented herein is the improvement of the saturation effect, typical of systems featuring 1:2 internal resonance, and that has already attracted attention in the past in order to design an effective method for passive vibration control. In particular, the simulations show that when the vibration amplitudes increase, cubic nonlinearities cannot be neglected anymore, resulting in numerous effects that have been analyzed with the present developments, in particular the bending of all backbone curves (uncoupled and coupled). Due to the combined effects of quadratic non-resonant and cubic terms, the overall symmetry of the response is broken, the shape of the frequency response curves is importantly modified, and the minimum of the coupled branch, denoted as a sort of anti-resonance, depends strongly on the amplitude, thus destroying the perfectness of the saturation effect. A tuning methodology, involving quadratic non-resonant terms and cubic terms, has thus been proposed in order to recover this saturation effect and enlarge its range of validity, by giving back a more symmetric shape to the frequency response functions.
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## A Relationships between nonlinear coefficients

This appendix details the known relationships existing between the coefficients of the monomials given in Eq. (1) when the internal force is assumed to derive from a potential. In such case, the potential energy is a quartic function whose general expression reads:

$$
\begin{align*}
\mathcal{V}= & \frac{1}{2}\left(\omega_{1}^{2} X_{1}^{2}+\omega_{2}^{2} X_{2}^{2}\right)+\frac{1}{3}\left(g_{11}^{1} X_{1}^{3}+g_{22}^{2} X_{2}^{3}\right)+g_{11}^{2} X_{1}^{2} X_{2}+g_{22}^{1} X_{1} X_{2}^{2} \\
& +\frac{1}{4}\left(h_{111}^{1} X_{1}^{4}+h_{222}^{2} X_{2}^{4}\right)+\frac{1}{2} h_{112}^{2} X_{1}^{2} X_{2}^{2}+h_{111}^{2} X_{1} X_{2}^{3}+h_{222}^{1} X_{1}^{3} X_{2} . \tag{35}
\end{align*}
$$

The internal forces are found by deriving this expression with respect to $X_{1}$ and $X_{2}$, which leads to the following relationships between the coefficients:
$g_{12}^{1}=2 g_{11}^{2}$,
$g_{12}^{2}=2 g_{22}^{1}$,
$h_{122}^{1}=h_{112}^{2}$,
$h_{122}^{2}=3 h_{222}^{1}$,
$h_{112}^{1}=3 h_{111}^{2}$.

## B Detailed calculation of the normal form

This appendix is devoted to the complete presentation of the calculations needed to arrive at the normal form given in Eq. (2), starting from the original set of two coupled nonlinear oscillators, Eq. (1). The calculation follows the general guidelines given in [11, 38], and is adapted here to take into account the additional condition given by the presence of a 1:2 internal resonance between the two eigenfrequencies of the system. This resonance condition being on the second-order terms will have consequences on the calculation of the cubic terms, which needs to be properly tracked. Since the normal form calculation is sequential in nature, the first step consists in processing the quadratic terms. To that purpose, let us truncate Eq. (1) at the second-order of the nonlinearity, and rewrite them as a first-order problem in time, in order to make clearly appear the contributions due to the two independent variables displacement and velocity:
$\dot{X}_{1}=Y_{1}$,
$\dot{Y}_{1}=-\omega_{1}^{2} X_{1}-g_{11}^{1} X_{1}^{2}-g_{12}^{1} X_{1} X_{2}-g_{22}^{1} X_{2}^{2}$,
$\dot{X}_{2}=Y_{2}$,
$\dot{Y}_{2}=-\omega_{2}^{2} X_{2}-g_{11}^{2} X_{1}^{2}-g_{12}^{2} X_{1} X_{2}-g_{22}^{2} X_{2}^{2}$.

A quadratic, indentity-tangent, nonlinear change of coordinates, is first introduced in order to cancel as much as possible the nonlinear terms in Eq. (37). New variables $\left(U_{i}, V_{i}\right)$ are introduced as:

$$
\begin{align*}
X_{1}= & U_{1}+a_{11}^{1} U_{1}^{2}+a_{12}^{1} U_{1} U_{2}+a_{22}^{1} U_{2}^{2} \\
& +b_{11}^{1} V_{1}^{2}+b_{12}^{1} V_{1} V_{2}+b_{22}^{1} V_{2}^{2} \tag{38a}
\end{align*}
$$

$Y_{1}=V_{1}+\gamma_{11}^{1} U_{1} V_{1}+\gamma_{12}^{1} U_{1} V_{2}+\gamma_{21}^{1} U_{2} V_{1}+\gamma_{22}^{1} U_{2} V_{2}$,
$X_{2}=U_{2}+a_{11}^{2} U_{1}^{2}+a_{12}^{2} U_{1} U_{2}+a_{22}^{2} U_{2}^{2}$

$$
\begin{equation*}
+b_{11}^{2} V_{1}^{2}+b_{12}^{2} V_{1} V_{2}+b_{22}^{2} V_{2}^{2} \tag{38c}
\end{equation*}
$$

$Y_{2}=V_{2}+\gamma_{11}^{2} U_{1} V_{1}+\gamma_{12}^{2} U_{1} V_{2}+\gamma_{21}^{2} U_{2} V_{1}+\gamma_{22}^{2} U_{2} V_{2}$.

In these equations, the introduced coefficients $a_{i j}^{p}, b_{i j}^{p}$, and $\gamma_{i j}^{p}$, for $i, j, p=1,2$; are unknowns and will be set according to the idea of canceling non-resonant monomials in the equations of motion. To that purpose, Eq. (38) are differentiated with respect to time and introduced in (37). Identification of the same monomials leads to the values of the coefficients that can be used. Let us first recall the general solution reported in $[11,38]$ for the case where no internal resonance exists between $\omega_{1}$ and $\omega_{2}$. One obtains:
denominators contains the term $\left(\omega_{2}-2 \omega_{1}\right)$. In such case, the remedy is to set all these coefficients to zero. The coefficients used in Eq. (3) in the main text are thus those given in Eq. (39), except for the singular ones that are replaced by:
$a_{12}^{1}=b_{12}^{1}=\gamma_{12}^{1}=\gamma_{21}^{1}=a_{11}^{2}=b_{11}^{2}=\gamma_{11}^{2}=0$.
As a consequence, the associated resonant secondorder monomials, which are here $g_{12}^{1} X_{1} X_{2}$ and $g_{11}^{2} X_{1}^{2}$, cannot be eliminated from the normal form, in contrary to the other four quadratic terms. After this first step, one is thus able to write the normal form of the problem with $1: 2$ resonance, up to the quadratic terms, as:
$\dot{U}_{1}=V_{1}+O\left(U_{i}^{3}, V_{i}^{3}\right)$,
$\dot{V}_{1}=-\omega_{1}^{2} U_{1}-g_{12}^{1} U_{1} U_{2}+O\left(U_{i}^{3}, V_{i}^{3}\right)$,
$\dot{U}_{2}=V_{2}+O\left(U_{i}^{3}, V_{i}^{3}\right)$,
$\dot{V}_{2}=-\omega_{2}^{2} U_{2}-g_{11}^{2} U_{1}^{2}+O\left(U_{i}^{3}, V_{i}^{3}\right)$.
The next step of the calculation is to rewrite Eq (41) up to the cubic terms. Besides the original cubic terms with coefficients $h_{i j k}^{p}$, present in Eq (1), new
$a_{11}^{1}=\frac{-g_{11}^{1}}{3 \omega_{1}^{2}}, \quad b_{11}^{1}=\frac{-2 g_{11}^{1}}{3 \omega_{1}^{4}}, \quad \gamma_{11}^{1}=\frac{2 g_{11}^{1}}{3 \omega_{1}^{2}}, \quad \gamma_{21}^{1}=\frac{g_{12}^{1}}{4 \omega_{1}^{2}-\omega_{2}^{2}}$,
$a_{12}^{1}=\frac{g_{12}^{1}}{\omega_{2}^{2}-4 \omega_{1}^{2}}, \quad b_{12}^{1}=\frac{2 g_{12}^{2}}{\omega_{2}^{2}\left(\omega_{2}^{2}-4 \omega_{1}^{2}\right)}, \quad \gamma_{12}^{1}=\frac{g_{12}^{1}\left(2 \omega_{1}^{2}-\omega_{2}^{2}\right)}{\omega_{2}^{2}\left(4 \omega_{1}^{2}-\omega_{2}^{2}\right)}, \quad \gamma_{21}^{2}=\frac{g_{12}^{2}\left(\omega_{1}^{2}-2 \omega_{2}^{2}\right)}{\omega_{1}^{2}\left(\omega_{1}^{2}-4 \omega_{2}^{2}\right)}$,
$a_{22}^{1}=\frac{g_{22}^{1}\left(2 \omega_{2}^{2}-\omega_{1}^{2}\right)}{\omega_{1}^{2}\left(\omega_{1}^{2}-4 \omega_{2}^{2}\right)}, \quad b_{22}^{1}=\frac{2 g_{22}^{1}}{\omega_{1}^{2}\left(\omega_{1}^{2}-4 \omega_{2}^{2}\right)}, \quad \gamma_{22}^{1}=\frac{2 g_{22}^{1}}{4 \omega_{2}^{2}-\omega_{1}^{2}}$,
$a_{11}^{2}=\frac{g_{11}^{2}\left(\omega_{2}^{2}-2 \omega_{1}^{2}\right)}{\omega_{2}^{2}\left(4 \omega_{1}^{2}-\omega_{2}^{2}\right)}, \quad b_{11}^{2}=\frac{2 g_{11}^{2}}{\omega_{2}^{2}\left(\omega_{2}^{2}-4 \omega_{1}^{2}\right)}, \quad \gamma_{11}^{2}=\frac{2 g_{11}^{2}}{4 \omega_{1}^{2}-\omega_{2}^{2}}$,
$a_{12}^{2}=\frac{g_{12}^{2}}{\omega_{1}^{2}-4 \omega_{2}^{2}}, \quad b_{12}^{2}=\frac{2 g_{12}^{2}}{\omega_{1}^{2}\left(\omega_{1}^{2}-4 \omega_{2}^{2}\right)}, \quad \gamma_{12}^{2}=\frac{g_{12}^{2}}{4 \omega_{2}^{2}-\omega_{1}^{2}}$,
$a_{22}^{2}=\frac{-g_{22}^{2}}{3 \omega_{2}^{2}}, \quad b_{22}^{2}=\frac{-2 g_{22}^{2}}{3 \omega_{2}^{4}}, \quad \gamma_{22}^{2}=\frac{2 g_{22}^{2}}{3 \omega_{2}^{2}}$.

In the case of the 1:2 internal resonance condition (i.e., $\omega_{2} \approx 2 \omega_{1}$ ), it appears that the coefficients $a_{12}^{1}$, $b_{12}^{1}, \gamma_{12}^{1}, \gamma_{21}^{1}, a_{11}^{2}, b_{11}^{2}$, and $\gamma_{11}^{2}$ are singular since their
cubic terms will appear due to the nonlinear nature of the change of coordinates, where products involving linear and quadratic terms will produce new cubic
terms. Let us first focus on the processing of these new terms. In the calculation, the derivatives of Eq. (38) with respect to time need to be computed. The derivative of quadratic terms (e.g. $V_{1}^{2}$ ) makes appear products involving the time derivative $\left(2 V_{1} \dot{V}_{1}\right.$ in this case). To eliminate time, one can simply use Eq. (41), such that, up to order four, one can write for the monomial considered as an example: $V_{1} \dot{V}_{1}=-\omega_{1}^{2} U_{1} V_{1}-g_{12}^{1} U_{1} U_{2} V_{1}+O\left(U_{i}^{4}, V_{i}^{4}\right)$, hence making appear the new expected cubic terms. Repeating this procedure for the four equations, and using Eq. (40) to simplify the expressions, one easily arrives at:
$\dot{U}_{1}=V_{1}+2 b_{11}^{1} g_{12}^{1} U_{1} U_{2} V_{1}+2 b_{22}^{1} g_{11}^{2} U_{1}^{2} V_{2}$,
$\dot{V}_{1}=-\omega_{1}^{2} U_{1}-g_{12}^{1} U_{1} U_{2}+\gamma_{11}^{1} g_{12}^{1} U_{1}^{2} U_{2}+\gamma_{22}^{1} g_{11}^{2} U_{1}^{2} U_{2}$,
$\dot{U}_{2}=V_{2}+b_{12}^{2} g_{12}^{1} U_{1} U_{2} V_{2}+b_{12}^{2} g_{11}^{2} V_{1} U_{1}^{2}+2 b_{22}^{2} g_{11}^{2} U_{1}^{2} V_{2}$,
$\dot{V}_{2}=-\omega_{2}^{2} U_{2}-g_{11}^{2} U_{1}^{2}+\gamma_{12}^{2} g_{11}^{2} U_{1}^{3}+\gamma_{21}^{2} g_{12}^{1} U_{1} U_{2}^{2}+\gamma_{22}^{2} g_{11}^{2} U_{1}^{2} U_{2}$.

Note that the obtained cubic terms in (42) are solely due to the presence of the 1:2 internal resonance condition. Importantly, those terms were not present in the previous calculations shown in [11, 38], led under the specific assumption of no internal resonance. This means that the general guidelines provided in [11, 38] to derive the normal form can be followed, provided the changes underlined here to take correctly into account a 1:2 resonance.

At this stage, one can observe that the first and third lines, Eqs. (42a)-(42c), are not as simple as they were at the starting point, see e.g. Eq. (37), underlining a simple link between displacement and velocity. To recover this and obtain a more convenient expression of (42a)-(42c), one can define $W_{1}$ and $W_{2}$ as:
$W_{1}=V_{1}+2 b_{11}^{1} g_{12}^{1} U_{1} U_{2} V_{1}+2 b_{22}^{1} g_{11}^{2} U_{1}^{2} V_{2}$,
$W_{2}=V_{2}+b_{12}^{2} g_{12}^{1} U_{1} U_{2} V_{2}+b_{12}^{2} g_{11}^{2} V_{1} U_{1}^{2}+2 b_{22}^{2} g_{11}^{2} U_{1}^{2} V_{2}$,
such that the system (42) can be rewritten as:
$\dot{U}_{1}=W_{1}$,

$$
\begin{align*}
\dot{W}_{1}= & -\omega_{1}^{2} U_{1}-g_{12}^{1} U_{1} U_{2}+\gamma_{11}^{1} g_{12}^{1} U_{1}^{2} U_{2} \\
& +\gamma_{22}^{1} g_{11}^{2} U_{1}^{2} U_{2}+2 b_{11}^{1} g_{12}^{1}\left(W_{1}^{2} U_{2}\right. \\
& \left.+U_{1} W_{2} W_{1}-U_{1}^{2} U_{2} \omega_{1}^{2}\right)+2 b_{22}^{1} g_{11}^{2}\left(2 U_{1} W_{1} W_{2}-U_{1}^{2} U_{2} \omega_{2}^{2}\right) \\
& +O\left(U_{i}^{4}, W_{i}^{4}\right) \tag{44b}
\end{align*}
$$

$$
\begin{equation*}
\dot{U}_{2}=W_{2} \tag{42a}
\end{equation*}
$$

$$
\begin{align*}
\dot{W}_{2}= & -\omega_{2}^{2} U_{2}-g_{11}^{2} U_{1}^{2}+\gamma_{12}^{2} g_{11}^{2} U_{1}^{3}  \tag{42b}\\
& +\gamma_{21}^{2} g_{12}^{1} U_{1} U_{2}^{2}+\gamma_{22}^{2} g_{11}^{2} U_{1}^{2} U_{2} \\
& +b_{12}^{2} g_{12}^{1}\left(W_{1} U_{2} W_{2}+U_{1} W_{2}^{2}-U_{1} U_{2}^{2} \omega_{2}^{2}\right)  \tag{42c}\\
& +b_{12}^{2} g_{11}^{2}\left(-\omega_{1}^{2} U_{1}^{3}+2 U_{1} W_{1}^{2}\right) \\
& +2 b_{22}^{2} g_{11}^{2}\left(2 U_{1} W_{1} W_{2}-U_{1}^{2} U_{2} \omega_{2}^{2}\right)+O\left(U_{i}^{4}, W_{i}^{4}\right) \tag{42d}
\end{align*}
$$

As mentioned earlier, Eq. (44) refer to the problem up to cubic nonlinearity where only the terms added by the presence of the 1:2 resonance have been tracked. We are now in the position of rewriting the complete system up to the third order, on which the next step of the normal transform could be applied by vanishing the non-resonant cubic monomials thanks to a third-order nonlinear change of coordinates. To that purpose, one simply needs to track the cubic terms coming from the original system with $h_{i j k}^{p}$ coefficients, and those created by the quadratic nonlinear change of coordinate and appearing without the sec-ond-order internal resonance. This leads to the following equations:
$\dot{U}_{1}=W_{1}$,

$$
\begin{align*}
\dot{W}_{1}= & -\omega_{1}^{2} U_{1}-g_{12}^{1} U_{1} U_{2}-\left(h_{111}^{1}+A_{111}^{1}\right) U_{1}^{3}-\left(h_{112}^{1}+A_{112}^{1}-D_{112}^{1}\right) U_{1}^{2} U_{2} \\
& -\left(h_{122}^{1}+A_{122}^{1}\right) U_{1} U_{2}^{2}-\left(h_{222}^{1}+A_{222}^{1}\right) U_{2}^{3}-B_{111}^{1} U_{1} W_{1}^{2}-B_{122}^{1} U_{1} W_{2}^{2}  \tag{45b}\\
& -\left(B_{112}^{1}-E_{112}^{1}\right) U_{1} W_{1} W_{2}-\left(B_{211}^{1}-E_{211}^{1}\right) U_{2} W_{1}^{2}-B_{212}^{1} U_{2} W_{1} W_{2} \\
& -B_{222}^{1} U_{2} W_{2}^{2}+O\left(U_{i}^{4}, W_{i}^{4}\right),
\end{align*}
$$

$\dot{U}_{2}=W_{2}$,

The last step of the computation of the real normal form up to cubic terms consists of applying a third-

$$
\begin{align*}
\dot{W}_{2}= & -\omega_{2}^{2} U_{2}-g_{11}^{2} U_{1}^{2}-\left(h_{111}^{2}+A_{111}^{2}-D_{111}^{2}\right) U_{1}^{3}-\left(h_{112}^{2}+A_{112}^{2}-D_{112}^{2}\right) U_{1}^{2} U_{2} \\
& -\left(h_{122}^{2}+A_{122}^{2}-D_{122}^{2}\right) U_{1} U_{2}^{2}-\left(h_{222}^{2}+A_{222}^{2}\right) U_{2}^{3}-\left(B_{111}^{2}-E_{111}^{2}\right) U_{1} W_{1}^{2}  \tag{45d}\\
& -\left(B_{122}^{2}-E_{122}^{2}\right) U_{1} W_{2}^{2}-\left(B_{112}^{2}-E_{112}^{2}\right) U_{1} W_{1} W_{2}-B_{211}^{2} U_{2} W_{1}^{2} \\
& -\left(B_{212}^{2}-E_{212}^{2}\right) U_{2} W_{1} W_{2}-B_{222}^{2} U_{2} W_{2}^{2}+O\left(U_{i}^{4}, W_{i}^{4}\right) .
\end{align*}
$$

In these equations, the coefficients $A_{i j k}^{p}$ and $B_{i j k}^{p}$, with $i, j, k, p=1,2$; are the same as those already reported in $[11,38]$, meaning that they arise from the computation of the non internally resonant case. Their general expressions are the same as reported in [11, 38] and read:

$$
\begin{align*}
& A_{i j k}^{p}=\sum_{l \geq i}^{N} g_{i l}^{p} a_{j k}^{l}+\sum_{l \leq i}^{N} g_{l i}^{p} a_{j k}^{l},  \tag{46a}\\
& B_{i j k}^{p}=\sum_{l \geq i}^{N} g_{i l}^{p} b_{j k}^{l}+\sum_{l \leq i}^{N} g_{l i}^{p} b_{j k}^{l} . \tag{46b}
\end{align*}
$$

As compared to the case without internal resonance, one can note that the general expression is exactly similar, but one has just to take care that due to the 1:2 resonance, some of the $a_{i j}^{p}, b_{i j}^{p}, \gamma_{i j}^{p}$ coefficients vanish following Eq. (40).

On the other hand, the coefficients $D_{i j k}^{p}$ and $E_{i j k}^{p}$, with $i, j, k, p=1,2$, comes from Eq. (45), and are only due to the presence of the $1: 2$ internal resonance. They read:

$$
\begin{align*}
& D_{112}^{1}=\gamma_{11}^{1} g_{12}^{1}+\gamma_{22}^{1} g_{11}^{2}-2 b_{11}^{1} g_{12}^{1} \omega_{1}^{2}-2 b_{22}^{1} g_{11}^{2} \omega_{2}^{2}, \\
& D_{111}^{2}=\gamma_{12}^{2} g_{11}^{2}-b_{12}^{2} g_{11}^{2} \omega_{1}^{2}, \\
& D_{112}^{2}=\gamma_{22}^{2} g_{11}^{2}-2 b_{22}^{2} g_{11}^{2} \omega_{2}^{2}, \\
& D_{122}^{2}=\gamma_{21}^{2} g_{12}^{1}-b_{12}^{2} g_{12}^{1} \omega_{2}^{2}, \\
& E_{112}^{1}=2 b_{11}^{1} g_{12}^{1}+4 b_{22}^{1} g_{11}^{2}, \\
& E_{211}^{1}=2 b_{11}^{1} g_{12}^{1}, \\
& E_{111}^{2}=2 b_{12}^{2} g_{11}^{2}, \\
& E_{122}^{2}=b_{12}^{2} g_{12}^{1}, \\
& E_{112}^{2}=4 b_{22}^{2} g_{11}^{2}, \\
& E_{212}^{2}=b_{12}^{2} g_{12}^{1} . \tag{47}
\end{align*}
$$

order nonlinear change of coordinates in order to cancel all non-resonant cubic monomials in (45). As already noted, for example, in [11, 12, 38], the main difference with second-order is the presence of trivial resonances at the cubic order. Due to the fact that the eigenspectrum is composed of pairs of purely imaginary complex conjugate numbers, trivial resonances are always fulfilled at third order so that numerous monomials cannot be cancelled whatever the values of the eigenvalues. This is in contrast to quadratic terms where, in case of no second-order internal resonance, all the terms can be cancelled by the change of coordinate. Here the procedure simply follows the general guidelines given in [11, 12, 38]. The nonlinear change of coordinates is introduced as:
$U_{p}=R_{p}+\sum_{i=1}^{N} \sum_{j \geq i}^{N} \sum_{k \geq j}^{N} r_{i j k}^{p} R_{i} R_{j} R_{k}+\sum_{i=1}^{N} \sum_{j=1}^{N} \sum_{k \geq j}^{N} u_{i j k}^{p} R_{i} S_{j} S_{k}$,
$W_{p}=\dot{U}_{p}=S_{p}+\sum_{i=1}^{N} \sum_{j \geq i}^{N} \sum_{k \geq j}^{N} \mu_{i j k}^{p} S_{i} S_{j} S_{k}+\sum_{i=1}^{N} \sum_{j=1}^{N} \sum_{k \geq j}^{N} v_{i j k}^{p} S_{i} R_{j} R_{k}$.
To derive the expressions of the unknown coefficients $r_{i j k}^{p}, u_{i j k}^{p}, \mu_{i j k}^{p}$, and $v_{i j k}^{p}$, with $i, j, k, p=1, \ldots, 2$; introduced in Eq. (48), one has to differentiate (48) with respect to time and report in the equations of motion, Eq. (45). Identifying the monomials term-by-term leads to explicit expressions for the unknowns, some of them being set directly to zero because of the trivial resonances. Interestingly, this step of the calculation exactly follows the guidelines already provided in [11, 12, 38]. Hence the general formula can be simply used without changes.

After this calculation, most of the cubic monomials present in Eq. (45) can be cancelled by the nonlinear change of coordinates, the only remaining being linked to trivial resonances. Finally, the normal form, up to the third order, and with the 1:2 internal resonance taken into account, reads:
$\dot{R_{1}}=S_{1}$,

$$
\begin{align*}
\dot{S}_{1}= & -\omega_{1}^{2} R_{1}-g_{11}^{1} R_{1} R_{2}-\left(h_{11}^{1}+A_{11}^{1}\right) R_{1}^{3}-\left(h_{122}^{1}+A_{122}^{1}\right) R_{1} R_{2}^{2}  \tag{49a}\\
& -B_{111}^{1} R_{1} S_{1}^{2}-B_{122}^{1} R_{1} S_{2}^{2}-B_{212}^{1} R_{2} S_{1} S_{2}, \tag{49b}
\end{align*}
$$

$\dot{R_{2}}=S_{2}$,

$$
\begin{align*}
\dot{S}_{2}= & -\omega_{2}^{2} R_{2}-g_{11}^{2} R_{1}^{2}-\left(h_{112}^{2}+A_{112}^{2}-D_{112}^{2}\right) R_{1}^{2} R_{2}-\left(h_{222}^{2}+A_{222}^{2}\right) R_{2}^{3}  \tag{49c}\\
& -\left(B_{112}^{2}-E_{112}^{2}\right) R_{1} S_{1} S_{2}-B_{211}^{2} R_{2} S_{1}^{2}-B_{222}^{2} R_{2} S_{2}^{2} . \tag{49d}
\end{align*}
$$

One can note that the normal form is equivalent to that obtained in [11], except for the additional terms $E_{112}^{2}$ and $D_{112}^{2}$, which comes as a direct consequence of keeping the resonant quadratic terms due to the 1:2 internal resonance.

## C Detailed calculation of the Multiple scales solution

In this section, we develop the application of the sec-ond-order MSM to Eq. (2). The starting point is the system given by Eq. (6), that makes appear the scaled following coefficients:
$g_{12}^{1}=\varepsilon \beta_{1}, \quad g_{11}^{2}=\varepsilon \beta_{2}$,
$h_{111}^{1}+A_{111}^{1}=\varepsilon^{2} \alpha_{1}, \quad h_{122}^{1}+A_{122}^{1}=\varepsilon^{2} \alpha_{2}$,
$B_{111}^{1}=\varepsilon^{2} \alpha_{3}, \quad B_{122}^{1}=\varepsilon^{2} \alpha_{4}, \quad B_{212}^{1}=\varepsilon^{2} \alpha_{5}$,
$h_{112}^{2}+A_{112}^{2}-D_{112}^{2}=\varepsilon^{2} \alpha_{6}$,
$h_{222}^{2}+A_{222}^{2}=\varepsilon^{2} \alpha_{7}, \quad B_{112}^{2}-E_{112}^{2}=\varepsilon^{2} \alpha_{8}$,
$B_{211}^{2}=\varepsilon^{2} \alpha_{9}, \quad B_{222}^{2}=\varepsilon^{2} \alpha_{10}$.
The unknowns $R_{1}(t)$ and $R_{2}(t)$ of Eq. (6) are expanded in powers of $\varepsilon$ as:
$R_{1}(t ; \varepsilon)=r_{10}\left(T_{0}, T_{1}, T_{2}\right)+\varepsilon r_{11}\left(T_{0}, T_{1}, T_{2}\right)+\varepsilon^{2} r_{12}\left(T_{0}, T_{1}, T_{2}\right)+O\left(\varepsilon^{3}\right)$,
$R_{2}(t ; \varepsilon)=r_{20}\left(T_{0}, T_{1}, T_{2}\right)+\varepsilon r_{21}\left(T_{0}, T_{1}, T_{2}\right)+\varepsilon^{2} r_{22}\left(T_{0}, T_{1}, T_{2}\right)+O\left(\varepsilon^{3}\right)$.
In addition, the first and second derivatives with respect to the initial time $t$ are expressed as:
$\frac{d}{d t}=D_{0}+\varepsilon D_{1}+\varepsilon^{2} D_{2}+O\left(\varepsilon^{3}\right)$,
$\frac{d^{2}}{d t^{2}}=D_{0}^{2}+2 \varepsilon D_{0} D_{1}+\varepsilon^{2}\left(D_{1}^{2}+2 D_{0} D_{2}\right)+O\left(\varepsilon^{3}\right)$,
where $D_{n} \equiv \partial / \partial T_{n}$. Substituting Eq. (51) in (6), using (52) and equating the coefficients of like powers of $\varepsilon$ yields:

- At order $\varepsilon^{0}$ :

$$
\begin{align*}
& D_{0}^{2} r_{10}+\omega_{1}^{2} r_{10}=0,  \tag{53a}\\
& D_{0}^{2} r_{20}+\omega_{2}^{2} r_{20}=0 . \tag{53b}
\end{align*}
$$

- At order $\varepsilon$ :

$$
\begin{align*}
& D_{0}^{2} r_{11}+\omega_{1}^{2} r_{11}=-2 D_{0} D_{1} r_{10}-\beta_{1} r_{10} r_{20},  \tag{54a}\\
& D_{0}^{2} r_{21}+\omega_{2}^{2} r_{21}=-2 D_{0} D_{1} r_{20}-\beta_{2} r_{10}^{2} . \tag{54b}
\end{align*}
$$

- At order $\varepsilon^{2}$ :

$$
\begin{align*}
D_{0}^{2} r_{12}+\omega_{1}^{2} r_{12}= & -2 D_{0} D_{1} r_{11}-2 D_{0} D_{2} r_{10}-D_{1}^{2} r_{10}-\beta_{1} r_{10} r_{21} \\
& -\beta_{2} r_{11} r_{20}-\alpha_{1} r_{10}^{3}-\alpha_{2} r_{10} r_{20}^{2}-\alpha_{3} r_{10}\left(D_{0} r_{10}\right)^{2}-\alpha_{4} r_{10}\left(D_{0} r_{20}\right)^{2}  \tag{55a}\\
& -\alpha_{5} r_{20} D_{0} r_{10} D_{0} r_{20},
\end{align*}
$$

$$
\begin{align*}
D_{0}^{2} r_{22}+\omega_{2}^{2} r_{22}= & -2 D_{0} D_{1} r_{21}-2 D_{0} D_{2} r_{20}-D_{1}^{2} r_{20}-2 \beta_{2} r_{10} r_{11} \\
& -\alpha_{6} r_{10}^{2} r_{20}-\alpha_{7} r_{20}^{3}-\alpha_{8} r_{10} D_{0} r_{10} D_{0} r_{20}-\alpha_{9} r_{20}\left(D_{0} r_{10}\right)^{2}  \tag{55b}\\
& -\alpha_{10} r_{20}\left(D_{0} r_{20}\right)^{2}
\end{align*}
$$

The solutions of (53a, 53b) are expressed as:
$r_{10}=A_{1}\left(T_{1}, T_{2}\right) e^{i \omega_{1} T_{0}}+c c$,
$r_{20}=A_{2}\left(T_{1}, T_{2}\right) e^{i \omega_{2} T_{0}}+c c$,
where $c c$ stands for the complex conjugate. Upon
hence explaining that two terms are present. Indeed, homogeneous solutions to (58) leads to the first terms with coefficients $B_{i}\left(T_{1}, T_{2}\right), i=1,2$; while the particular solutions give rise to the other two terms.

The modulation equations at order $\varepsilon^{2}$ can now be constructed by substituting Eqs. (59), (57) and (56) in (55). By canceling the resonant terms, one obtains the solvability condition at this order as:

$$
\begin{align*}
2 i \omega_{1} D_{2} A_{1}= & \Lambda_{1} A_{1} A_{2} \bar{A}_{2}+\Lambda_{2} A_{1}^{2} \bar{A}_{1} \\
& -\sigma \frac{\beta_{1} \bar{A}_{1} A_{2}}{2 \omega_{1}} e^{-i \sigma T_{1}}-\left[2 i \omega_{1} D_{1} B_{1}+\left(\beta_{1} \bar{A}_{1} B_{2}+\beta_{2} A_{2} \bar{B}_{1}\right) e^{-i \sigma T_{1}}\right] \tag{60a}
\end{align*}
$$

substituting (56) in (54), the elimination of the resonant terms yield the following solvability condition:
$D_{1} A_{1}=\frac{i \beta_{1} \bar{A}_{1} A_{2}}{2 \omega_{1}} e^{-i \sigma T_{1}}$,
$D_{1} A_{2}=\frac{i \beta_{2} A_{1}^{2}}{2 \omega_{2}} e^{i \sigma T_{1}}$,
where the internal detuning is $\varepsilon \sigma=2 \omega_{1}-\omega_{2}$, already introduced by Eq. (8) in the main text to quantify the nearness of $\omega_{2}$ to $2 \omega_{1}$. With the elimination of the resonant terms, Eq. (54) are rewritten as:
$D_{0}^{2} r_{11}+\omega_{1}^{2} r_{11}=-\beta_{1} A_{1} A_{2} e^{i\left(\omega_{1}+\omega_{2}\right) T_{0}}+c c$,
$D_{0}^{2} r_{21}+\omega_{2}^{2} r_{21}=-2 \beta_{2} A_{1} \bar{A}_{1}$.
The solutions of Eq. (58) can be expressed as:
$r_{11}=B_{1} e^{i \omega_{1} T_{0}}+\frac{\beta_{1} A_{1} A_{2}}{\omega_{2}\left(2 \omega_{1}+\omega_{2}\right)} e^{i\left(\omega_{1}+\omega_{2}\right) t}+c c$,
$r_{21}=B_{2} e^{i \omega_{2} T_{0}}-\frac{\beta_{2} A_{1} \bar{A}_{1}}{\omega_{2}^{2}}+c c$.
Note that in the latter equations, both homogeneous and particular solutions have been taken into account,

$$
\begin{align*}
2 i \omega_{2} D_{2} A_{2}= & \Lambda_{3} A_{1} A_{2} \bar{A}_{1}+\Lambda_{4} A_{2}^{2} \bar{A}_{2} \\
& +\sigma \frac{\beta_{2} A_{1}^{2}}{2 \omega_{2}} e^{i \sigma T_{1}}-\left[2 i \omega_{1} D_{1} B_{2}+2 \beta_{2} A_{1} B_{1} e^{i \sigma T_{1}}\right] \tag{60b}
\end{align*}
$$

with the coefficients $\Lambda_{k}$ defined in the main text by Eq. (12a-12d).

The present second-order MSM has the peculiarity of the treatment of the homogeneous solution introduced at order $\varepsilon$ (terms of coefficients $B_{i}$ in Eq. (59)). To derive a solution, one has to find the complex amplitudes ( $A_{1}, A_{2}, B_{1}, B_{2}$ ), requiring eight real numbers, whereas the system has two DOFs and thus only four initial conditions. As a consequence, one has to find four real additional relationships to close the problem. In [54, §4.1] and [1, §2.3.1], considering a free Duffing equation, it is shown with a straightforward expansion that it is equivalent to: (i) consider the homogeneous solution of the order $\varepsilon$ system and compute its redundant complex amplitude at the end of the process by considering the initial conditions; and (ii) simply discard the homogeneous solution. In [55, §6.2.1], the MSM, up to second-order, is applied to a Duffing equation using method (ii), since much less algebra is involved. This issue is precisely the subject of [39], in which second-order MSM is applied to several forced one DOFs examples and the free vibration of the 2-DOFs system considered here, Eq. (6), but without cubic terms. It is shown
that better solutions, as compared to those obtained by other perturbation methods, are obtained by considering a non-zero homogeneous solution and by computing it using conditions based on physical considerations. In particular, the system (6) is assumed to derive from a potential energy (with the relations on quadratic and cubic coefficients given in "Appendix $\mathrm{A}^{\prime \prime}$ ) and the $B_{i}$ complex amplitudes are selected as functions of $A_{i}$, such that the modulation equations (60) also derives from a potential. This method is tested in "Appendix E" for our system. However, it seems to us that this approach is not consistent in

$$
\begin{equation*}
A_{k}\left(T_{1}, T_{2}\right)=\frac{1}{2} a_{k}\left(T_{1}, T_{2}\right) e^{i \theta_{k}\left(T_{1}, T_{2}\right)}, \quad k=1,2 . \tag{61}
\end{equation*}
$$

Then, by substituting those equations in Eqs. (57), (60) and by using Eq. (9), the separation of the real and imaginary parts yields to:

$$
\begin{align*}
& \dot{a}_{1}=\frac{\varepsilon \beta_{1} a_{1} a_{2}}{4 \omega_{1}}\left[1+\frac{\varepsilon \sigma}{2 \omega_{1}}\right] \sin \left(2 \theta_{1}-\theta_{2}+\sigma T_{1}\right),  \tag{62a}\\
& \dot{a}_{2}=-\frac{\varepsilon \beta_{2} a_{1}^{2}}{4 \omega_{2}}\left[1-\frac{\varepsilon \sigma}{2 \omega_{2}}\right] \sin \left(2 \theta_{1}-\theta_{2}+\sigma T_{1}\right), \tag{62b}
\end{align*}
$$

$a_{1} \dot{\theta}_{1}=\frac{\varepsilon \beta_{1} a_{1} a_{2}}{4 \omega_{1}}\left[1+\frac{\varepsilon \sigma}{2 \omega_{1}}\right] \cos \left(2 \theta_{1}-\theta_{2}+\sigma T_{1}\right)-\varepsilon^{2} \frac{\Lambda_{1} a_{1} a_{2}^{2}+\Lambda_{2} a_{1}^{3}}{8 \omega_{1}}$,
$a_{2} \dot{\theta}_{2}=\frac{\varepsilon \beta_{2} a_{1}^{2}}{4 \omega_{2}}\left[1-\frac{\varepsilon \sigma}{2 \omega_{2}}\right] \cos \left(2 \theta_{1}-\theta_{2}+\sigma T_{1}\right)-\varepsilon^{2} \frac{\Lambda_{3} a_{1}^{2} a_{2}+\Lambda_{4} a_{2}^{3}}{8 \omega_{2}}$.
our case since our initial system (6) does not necessarily derive from a potential. Consequently, as done for the free Duffing equation in [55, §6.2.1], we propose here to simply cancel the homogeneous solution ( $B_{1}=B_{2}=0$ ). It is shown in "Appendix E" that the obtained solution is more accurate at large amplitude, compared to a numerical reference simulation. It must also be noted that in [39], a solution with $B_{1}=B_{2}=0$ and $D_{1}^{2} A_{i}=0$ (which leads to cancel also the terms in the second members of Eq. (60) proportional to $\sigma$ ) is proposed, as well as in $[8,56,57]$ for the same system in forced vibrations. Our solution is slightly different as we only enforce $B_{1}=B_{2}=0$ and we compute $D_{1}^{2} A_{i}$ with Eq. (57).

Another issue is the treatment of the two time scales $T_{1}$ and $T_{2}$ since our initial ordinary differential equations (ODEs) (6) have been replaced by partial differential equations (57),(60) as functions of the two time scales ( $T_{1}, T_{2}$ ). For simple systems like a free Duffing oscillator, it is possible to exactly integrate them (see [55, §6.2.1]). However, we prefer here recombining them in a single ODE using the chain rule (52a) (also called the reconstitution method [39, 41]), as given by Eq. (9).

The complex-valued amplitudes $A_{1}\left(T_{1}, T_{2}\right)$, $A_{2}\left(T_{1}, T_{2}\right)$ are expressed in polar form as follows:

It is convenient to rewrite the above equations as:
$\dot{a}_{1}=\Gamma_{1} a_{1} a_{2} \sin \gamma_{p}$,
$\dot{a}_{2}=-\Gamma_{4} a_{1}^{2} \sin \gamma_{p}$,
$a_{1} \dot{\theta}_{1}=\Gamma_{1} a_{1} a_{2} \cos \gamma_{p}+\Gamma_{2} a_{1}^{3}+\Gamma_{3} a_{1} a_{2}^{2}$,
$a_{2} \dot{\theta}_{2}=\Gamma_{4} a_{1}^{2} \cos \gamma_{p}+\Gamma_{5} a_{1}^{2} a_{2}+\Gamma_{6} a_{2}^{3}$.
where
$\gamma_{p}=2 \theta_{1}-\theta_{2}+\sigma T_{1}$,
and
$\Gamma_{1}=\frac{\varepsilon \beta_{1}}{4 \omega_{1}}\left[1+\frac{\varepsilon \sigma}{2 \omega_{1}}\right], \quad \Gamma_{4}=\frac{\varepsilon \beta_{2}}{4 \omega_{2}}\left[1-\frac{\varepsilon \sigma}{2 \omega_{2}}\right]$,
$\Gamma_{2}=-\frac{\varepsilon^{2} \Lambda_{2}}{8 \omega_{1}}, \quad \Gamma_{3}=-\frac{\varepsilon^{2} \Lambda_{1}}{8 \omega_{1}}, \quad \Gamma_{5}=-\frac{\varepsilon^{2} \Lambda_{3}}{8 \omega_{2}}, \quad \Gamma_{6}=-\frac{\varepsilon^{2} \Lambda_{4}}{8 \omega_{2}}$.
Those coefficients can be rewritten as function of the initial parameters of the system as

$$
\Gamma_{1}=\frac{g_{12}^{1}\left(4 \omega_{1}-\omega_{2}\right)}{8 \omega_{1}^{2}}, \quad \text { (67a) } \quad \boldsymbol{J}=\left(\begin{array}{ccc}
\Gamma_{1} a_{2} \sin \gamma_{p} & \Gamma_{1} a_{1} \sin \gamma_{p} & \Gamma_{1} a_{1} a_{2} \cos \gamma_{p} \\
-2 \Gamma_{4} a_{1} \sin \gamma_{p} & 0 & -\Gamma_{4} a_{1}^{2} \cos \gamma_{p}  \tag{69}\\
J_{31} & J_{32} & J_{33}
\end{array}\right)
$$

$\Gamma_{2}=\frac{1}{8 \omega_{1}}\left[3 h_{111}^{1}-\left(\frac{2}{\omega_{2}^{2}}+\frac{1}{4 \omega_{1} \omega_{2}}\right) g_{12}^{1} g_{11}^{2}-\frac{10\left(g_{11}^{1}\right)^{2}}{3 \omega_{1}^{2}}\right]$,
with

$$
\begin{equation*}
J_{31}=-2 \Gamma_{4} \frac{a_{1}}{a_{2}} \cos \gamma_{p}+2\left(2 \Gamma_{2}-\Gamma_{5}\right) a_{1}, \tag{67b}
\end{equation*}
$$

$$
\begin{align*}
\Gamma_{3}= & \frac{1}{8 \omega_{1}}\left[2 h_{122}^{1}+\frac{16 \omega_{2}^{2}-4 \omega_{1}^{2}}{\omega_{1}^{2}\left(\omega_{1}^{2}-4 \omega_{2}^{2}\right)} g_{11}^{1} g_{22}^{1}\right.  \tag{67c}\\
& \left.-\frac{2 g_{12}^{1} g_{22}^{2}}{\omega_{2}^{2}}+\left(\frac{1}{4 \omega_{1}^{2}}+\frac{1}{\omega_{2}\left(2 \omega_{1}+\omega_{2}\right)}\right)\left(g_{12}^{1}\right)^{2}+\frac{4 g_{22}^{1} g_{12}^{2}}{\omega_{1}^{2}-4 \omega_{2}^{2}}\right],
\end{align*}
$$

$\Gamma_{4}=\frac{g_{11}^{2}\left(3 \omega_{2}-2 \omega_{1}\right)}{8 \omega_{2}^{2}}$,

$$
\begin{equation*}
J_{32}=\left(2 \Gamma_{1}+\frac{\Gamma_{4} a_{1}^{2}}{a_{2}^{2}}\right) \cos \gamma_{p}+2\left(2 \Gamma_{3}-\Gamma_{6}\right) a_{2} \tag{67d}
\end{equation*}
$$

$\Gamma_{5}=\frac{1}{8 \omega_{2}}\left[2 h_{112}^{2}+\frac{2}{\omega_{1}^{2}-4 \omega_{2}^{2}}\left(g_{12}^{2}\right)^{2}-\frac{4 g_{11}^{2} g_{22}^{2}}{3 \omega_{2}^{2}}\right.$
$J_{33}=-\left(2 \Gamma_{1} a_{2}-\frac{\Gamma_{4} a_{1}^{2}}{a_{2}}\right) \sin \gamma_{p}$.
(67e) For the coupled solutions $\mathrm{C}+$ or $\mathrm{C}-, \sin \gamma_{p}=0$ and
$\Gamma_{6}=\frac{1}{8 \omega_{2}}\left[3 h_{222}^{2}+\frac{8 \omega_{2}^{2}-3 \omega_{1}^{2}}{\omega_{1}^{2}\left(\omega_{1}^{2}-4 \omega_{2}^{2}\right)} g_{22}^{1} g_{12}^{2}-\frac{10\left(g_{22}^{2}\right)^{2}}{3 \omega_{2}^{2}}\right]$,
Using Eq. (64) with (63c,d) to eliminate $\theta_{1}$ or $\theta_{2}$, one has:
$\cos \gamma_{p}=p$, which leads to:

$$
\boldsymbol{J}=\left(\begin{array}{ccc}
0 & 0 & J_{13}  \tag{67f}\\
0 & 0 & J_{23} \\
J_{31} & J_{32} & 0
\end{array}\right)
$$

$\qquad$
$\dot{\gamma}_{p}=2 \omega_{1}-\omega_{2}+\left(2 \Gamma_{1} a_{2}-\Gamma_{4} \frac{a_{1}^{2}}{a_{2}}\right) \cos \gamma_{p}+\left(2 \Gamma_{2}-\Gamma_{5}\right) a_{1}^{2}+\left(2 \Gamma_{3}-\Gamma_{6}\right) a_{2}^{2}$
with
$J_{13}=\Gamma_{1} p a_{1} a_{2}, \quad J_{23}=-\Gamma_{4} p a_{1}^{2}, \quad J_{31}=-2 \Gamma_{4} p \frac{a_{1}}{a_{2}}+2\left(2 \Gamma_{2}-\Gamma_{5}\right) a_{1}, \quad J_{32}=2 \Gamma_{1} p+\frac{\Gamma_{4} a_{1}^{2}}{a_{2}^{2}} p+2\left(2 \Gamma_{3}-\Gamma_{6}\right) a_{2}$.

To assess the stability of the uncoupled U2 solution,

## D Stability details

The Jacobian of the modulation equations in polar coordinates (63a, 63b),(68) reads:
the modulation equations must be rewritten under a Cartesian form. To do so, according to [4, 31], we define:
$p_{1}=a_{1} \cos \left(\gamma_{p} / 2\right), \quad q_{1}=a_{1} \sin \left(\gamma_{p} / 2\right), \quad p_{2}=a_{2}$.

Differentiating $p_{1}, q_{1}$ and $p_{2}$ with respect to $t$, one obtains:
$\dot{p}_{1}=\dot{a}_{1} \cos \left(\gamma_{p} / 2\right)-a_{1} \dot{\gamma}_{p} / 2 \sin \left(\gamma_{p} / 2\right), \quad \dot{q}_{1}=\dot{a}_{1} \sin \left(\gamma_{p} / 2\right)+a_{1} \dot{\gamma}_{p} / 2 \cos \left(\gamma_{p} / 2\right), \quad \dot{p}_{2}=\dot{a_{2}}$.

Then, replacing in the above equations $\dot{a}_{1}, \dot{a}_{2}$ and $\dot{\gamma}_{p}$ by their values in the polar modulation equations (63) and (68), using basic trigonometric identities and

$$
\begin{equation*}
B_{1}=\frac{-\beta_{1}}{4 \omega_{1}^{2}} A_{2} \bar{A}_{1} e^{-i \sigma T_{1}}+c c \tag{82a}
\end{equation*}
$$ the definitions (75) of $p_{1}, q_{1}$ and $p_{2}$, one replaces the modulation equations (63) and (68) by:

$\dot{p}_{1}=\Gamma_{1} p_{2} q_{1}+\frac{\Gamma_{4}}{2} \frac{q_{1}}{p_{2}}\left(p_{1}^{2}-q_{1}^{2}\right)-\left(\Gamma_{3}-\frac{\Gamma_{6}}{2}\right) p_{2}^{2} q_{1}-\left(\Gamma_{2}-\frac{\Gamma_{5}}{2}\right) q_{1}\left(p_{1}^{2}+q_{1}^{2}\right)-\frac{1}{2}\left(2 \omega_{1}-\omega_{2}\right) q_{1}$,
$\dot{q}_{1}=\Gamma_{1} p_{1} p_{2}-\frac{\Gamma_{4}}{2} \frac{p_{1}}{p_{2}}\left(p_{1}^{2}-q_{1}^{2}\right)+\left(\Gamma_{3}-\frac{\Gamma_{6}}{2}\right) p_{1} p_{2}^{2}+\left(\Gamma_{2}-\frac{\Gamma_{5}}{2}\right) p_{1}\left(p_{1}^{2}+q_{1}^{2}\right)+\frac{1}{2}\left(2 \omega_{1}-\omega_{2}\right) p_{1}$,
$\dot{p}_{2}=-2 \Gamma_{4} p_{1} q_{1}$.
Computing the Jacobian $\boldsymbol{J}$ of the above modulation equations and imposing $a_{1}=0 \Rightarrow p_{1}=q_{1}=0$ for the uncoupled U2 solution, one obtains:
$\boldsymbol{J}=\left(\begin{array}{ccc}0 & J_{12} & 0 \\ J_{21} & 0 & 0 \\ 0 & 0 & 0\end{array}\right)$
$B_{2}=\frac{-\beta_{2}}{4 \omega_{2}^{2}} A_{1}^{2} e^{i \sigma T_{1}}+c c$.
One can note that upon substituting (82) in (60), all the terms related to $B_{1}$ and $B_{2}$ in addition to the terms multiplied by $\sigma$ will be eliminated. We arrive at the following modulation equations:
$2 i \omega_{1} D_{2} A_{1}=\Lambda_{1}^{\prime} A_{1} A_{2} \bar{A}_{2}+\Lambda_{2}^{\prime} A_{1}^{2} \bar{A}_{1}$,
with
$J_{12}=-\left(2 \omega_{1}-\omega_{2}\right) / 2+\Gamma_{1} a_{2}-\left(\Gamma_{3}-\Gamma_{6} / 2\right) a_{2}^{2}, \quad J_{21}=\left(2 \omega_{1}-\omega_{2}\right) / 2+\Gamma_{1} a_{2}+\left(\Gamma_{3}-\Gamma_{6} / 2\right) a_{2}^{2}$,
where $a_{2}=p_{2}$ by definition. Its eigenvalues are thus:
$\lambda_{1}=0, \quad \lambda_{2,3}= \pm \sqrt{J_{12} J_{21}}$

## E MSM with homogeneous solution and enforced Lagrangian

We consider here the approach of [39] that considers the homogeneous solutions in Eq. (59) and enforces the modulation Eq. (60) to derive from a potential. This is obtained by enforcing:
$2 i \omega_{1} D_{1} B_{1}+D_{1}^{2} A_{1}=0, \quad 2 i \omega_{1} D_{1} B_{2}+D_{1}^{2} A_{2}=0$,
$2 i \omega_{2} D_{2} A_{2}=\Lambda_{3}^{\prime} A_{1} A_{2} \bar{A}_{1}+\Lambda_{4}^{\prime} A_{2}^{2} \bar{A}_{2}$,
with
$\Lambda_{1}^{\prime}=\beta_{1}^{2}\left[\frac{1}{4 \omega_{1}^{2}}-\frac{1}{\omega_{2}\left(2 \omega_{1}+\omega_{2}\right)}\right]-2 \alpha_{4} \omega_{2}^{2}-2 \alpha_{2}$,
$\Lambda_{2}^{\prime}=\frac{9 \beta_{1} \beta_{2}}{4 \omega_{2}^{2}}-\alpha_{3} \omega_{1}^{2}-3 \alpha_{1}$,
$\Lambda_{3}^{\prime}=2 \beta_{1} \beta_{2}\left[\frac{1}{4 \omega_{1}^{2}}-\frac{1}{\omega_{2}\left(2 \omega_{1}+\omega_{2}\right)}\right]-2 \alpha_{6}-2 \alpha_{9} \omega_{1}^{2}$,


Fig. 11 Comparison between the analytical results of the two approaches presented in $(18 a, b)$ and $(87 a, b)$ with the numerical results computed with Manlab. Only the quadratic resonant terms are considered such that $g_{12}^{1}=g_{11}^{2}=1$ with the other nonlinear coefficients are set to zero. The backbones are plotted in the planes $\left(a_{1}, \omega_{\mathrm{n} 12}\right)$ and $\left(a_{2}, \omega_{\mathrm{n} 12}\right)$ in the first and second
$\Lambda_{4}^{\prime}=-3 \alpha_{7}-\alpha_{10} \omega_{2}^{2}$.
Note that coefficients $\Lambda_{k}^{\prime}$ are different than the $\Lambda_{k}$ in Eq. (60). In addition, one can note that the modulation equations in $(83 \mathrm{a}, \mathrm{b})$ don't derive from a potential since $\Lambda_{1}^{\prime} \neq \Lambda_{3}^{\prime}$ even if it is the case for the initial system (i.e., by setting $g_{12}^{1}=2 g_{11}^{2}, g_{12}^{2}=2 g_{22}^{1}$, $h_{122}^{1}=h_{112}^{2}, h_{122}^{2}=3 h_{222}^{1}$ and $\left.h_{112}^{1}=3 h_{111}^{2}\right)$. This can be analyzed by realizing that if one considers the initial system $(1 \mathrm{a}, 1 \mathrm{~b})$ to derivee from a potential, it is not necessarily the case for the normal form system ( $2 \mathrm{a}, 2 \mathrm{~b}$ ) which relies on a truncation from an asymptotic development. In particular, if one neglects all the cubic terms from ( $(2 \mathrm{a}, 2 \mathrm{~b})$, one obtains the same results as in [39] where the Lagrangian is enforced.

Following the same procedure in Sect. 2.2, the modulation equations are expressed in the polar form as:
row, respectively. The first, second, and third column are the results for $\sigma=-0.07, \sigma=0, \sigma=0.07$, respectively. The analytical results for the $\mathrm{C}+$ and C - modes are plotted in blue and red, respectively. The dotted and solid lines are results of (87) and (18), respectively. The Manlab results are shown in black for the $\mathrm{C}+$ and $\mathrm{C}-$ modes. (Color figure online)
$\frac{\mathrm{d} a_{1}}{\mathrm{~d} t}=\frac{\varepsilon \beta_{1} a_{1} a_{2}}{4 \omega_{1}} \sin \gamma_{p}$,
$\frac{\mathrm{d} a_{2}}{\mathrm{~d} t}=-\frac{\varepsilon \beta_{2} a_{1}^{2}}{4 \omega_{2}} \sin \gamma_{p}$,
$\frac{\mathrm{d} \theta_{1}}{\mathrm{~d} t}=\frac{\varepsilon \beta_{1} a_{2}}{4 \omega_{1}} \cos \gamma_{p}-\varepsilon^{2} \frac{\Lambda_{1}^{\prime} a_{2}^{2}+\Lambda_{2}^{\prime} a_{1}^{2}}{8 \omega_{1}}$,
$\frac{\mathrm{d} \theta_{2}}{\mathrm{~d} t}=\frac{\varepsilon \beta_{2} a_{1}^{2}}{4 \omega_{2} a_{2}} \cos \gamma_{p}-\varepsilon^{2} \frac{\Lambda_{3}^{\prime} a_{1}^{2}+\Lambda_{4}^{\prime} a_{2}^{2}}{8 \omega_{2}}$,
and the autonomous version is obtained by combining ( $85 \mathrm{c}, 85 \mathrm{~d}$ ) with Eq. (11), yielding:

$$
\begin{align*}
\frac{\mathrm{d} \gamma_{p}}{\mathrm{~d} t}=\varepsilon \sigma & +\varepsilon\left(\frac{\beta_{1} a_{2}}{2 \omega_{1}}-\frac{\beta_{2} a_{1}^{2}}{4 a_{2} \omega_{2}}\right) \cos \gamma_{p} \\
& +\varepsilon^{2}\left(\frac{\Lambda_{3}^{\prime} a_{1}^{2}+\Lambda_{4}^{\prime} a_{2}^{2}}{8 \omega_{2}}-\frac{\Lambda_{1}^{\prime} a_{2}^{2}+\Lambda_{2}^{\prime} a_{1}^{2}}{4 \omega_{1}}\right) . \tag{86}
\end{align*}
$$

Using the same procedure in Sect. 2.2, we can find the expressions governing the relation between $a_{1}$ and $a_{2}$ in addition to the expressions of the nonlinear $\operatorname{modes} \omega_{\mathrm{nl1}}$ and $\omega_{\mathrm{n} 12}$, as:
$a_{1}^{2}=\frac{\left(2 \omega_{1}-\omega_{2}\right) a_{2}+2 \Gamma_{1}^{\prime} a_{2}^{2}+\left(2 \Gamma_{3}^{\prime}-\Gamma_{6}^{\prime}\right) a_{2}^{3}}{\Gamma_{4}^{\prime}+\left(\Gamma_{5}^{\prime}-2 \Gamma_{2}^{\prime}\right) a_{2}}$,
$\omega_{\mathrm{nl1}}=\omega_{1}+\Gamma_{1}^{\prime} a_{2}+\Gamma_{2}^{\prime} a_{1}^{2}+\Gamma_{3}^{\prime} a_{2}^{2}$,
$\omega_{\mathrm{nl} 2}=\omega_{2}+\Gamma_{4}^{\prime} \frac{a_{1}^{2}}{a_{2}}+\Gamma_{5}^{\prime} a_{1}^{2}+\Gamma_{6}^{\prime} a_{2}^{2}$,
where

$$
\begin{align*}
\Gamma_{1}^{\prime}= & p \frac{g_{12}^{1}}{4 \omega_{1}}, \\
\Gamma_{2}^{\prime}= & \frac{1}{8 \omega_{1}}\left[3 h_{111}^{1}-\frac{9}{4 \omega_{2}^{2}} g_{12}^{1} g_{11}^{2}-\frac{10}{3 \omega_{1}^{2}}\left(g_{11}^{1}\right)^{2}\right], \\
\Gamma_{3}^{\prime}= & \frac{1}{8 \omega_{1}}\left[2 h_{122}^{1}+\left(\frac{16 \omega_{2}^{2}-4 \omega_{1}^{2}}{\omega_{1}^{2}\left(\omega_{1}^{2}-4 \omega_{2}^{2}\right)}\right) g_{11}^{1} g_{22}^{1}-\frac{2 g_{12}^{1} g_{22}^{2}}{\omega_{2}^{2}}\right. \\
& \left.+\left(\frac{1}{\omega_{2}\left(2 \omega_{1}+\omega_{2}\right)}-\frac{1}{4 \omega_{1}^{2}}\right)\left(g_{12}^{1}\right)^{2}+\frac{4 g_{22}^{1} g_{12}^{2}}{\omega_{1}^{2}-4 \omega_{2}^{2}}\right], \tag{88c}
\end{align*}
$$

$$
\begin{equation*}
\Gamma_{4}^{\prime}=p \frac{g_{11}^{2}}{4 \omega_{2}} \tag{88d}
\end{equation*}
$$

$$
\begin{align*}
\Gamma_{5}^{\prime}= & \frac{1}{8 \omega_{2}}\left[2 h_{112}^{2}+\left(\frac{2}{\omega_{1}^{2}-4 \omega_{2}^{2}}\right)\left(g_{12}^{2}\right)^{2}-\frac{4 g_{11}^{2} g_{22}^{2}}{3 \omega_{2}^{2}}\right. \\
& \left.+\left(\frac{2}{\omega_{2}\left(2 \omega_{1}-\omega_{2}\right)}-\frac{1}{4 \omega_{1}^{2}}\right) g_{12}^{1} g_{11}^{2}-\frac{2 g_{11}^{1} g_{12}^{2}}{\omega_{1}^{2}}\right], \tag{88e}
\end{align*}
$$

$$
\begin{equation*}
\Gamma_{6}^{\prime}=\frac{1}{8 \omega_{2}}\left[3 h_{222}^{2}+\left(\frac{8 \omega_{2}^{2}-3 \omega_{1}^{2}}{\omega_{1}^{2}\left(\omega_{1}^{2}-4 \omega_{2}^{2}\right)}\right) g_{22}^{1} g_{12}^{2}-\frac{10\left(g_{22}^{2}\right)^{2}}{3 \omega_{2}^{2}}\right], \tag{88f}
\end{equation*}
$$

Note that the relation $\omega_{\mathrm{n} 12}=2 \omega_{\mathrm{n} 11}$ is still satisfied. In addition, the solution of $R_{1}(t)$ and $R_{2}(t)$ illustrates the same locking properties in the amplitudes and phase angles illustrated in Section 2.2.

A comparison is shown in Fig. 11 between the analytical results governing the backbone curves of both approaches presented in (18a, 18b) and (87b, 87 c ), with the numerical solution computed with the continuation method implemented in Manlab, which is considered as our reference solution. The plots are done for positive, negative, and zero values of $\sigma$ to underline the effect of the additional term appearing in (60a, 60b). Both results match with the numerical solution at low amplitudes. However, at higher amplitudes, the first approach used in Sect. 2.2 suggests more accurate results as compared to the numerical ones, especially for the C+ mode. Namely, the second approach that leads to the results in (87b, 87c) shows a kind of softening behavior associated with the response of the $\mathrm{C}+$ mode at high amplitudes.
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