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A B S T R A C T

The ductile failure of crystalline materials is strongly linked to the growth of intragranular voids.
The estimation of the overall yield criterion thus requires to take into account the anisotropic
plastic behavior of the single crystal. In the framework of the kinematic limit-analysis approach,
this problem has been considered up to now with Gurson-type isotropic trial velocity fields. In
the present work, a different class of piecewise constant velocity fields is proposed based on a
detailed analysis of FFT numerical results on the strain localization in porous single crystals with
periodic distributions of voids. This original approach is implemented for the model 2D problem
of a square or hexagonal array of cylindrical voids in a hexagonal close-packed single crystal
with in-plane prismatic slip systems. For equibiaxial loadings, the assumption of discontinuous
velocity field provides a good approximation of the smooth jumps observed in the numerical
results. Consistently, this new proposal leads to a significant improvement on the macroscopic
yield stress with respect to the estimate based on an isotropic velocity field. Our theoretical
estimate almost coincides with the FFT numerical results for all the unit-cells and crystalline
orientations considered.

1. Introduction

The mechanisms of void growth and coalescence are responsible for the ductile failure of crystalline materials, and occur by
plastic flow around initial voids or nucleated cavities at second-phase particles. Those cavities can appear at two scales of a
polycrystalline material, namely at the scale of grains (i.e. intragranular and intergranular porosities) and at the polycrystalline scale.
Void growth will thus depend on the nature of the surrounding plastic behavior, which can be modeled by (i) crystal plasticity at
the scale of grains and (ii) isotropic (or texture-induced anisotropic) plasticity at the polycrystal scale. Hence, the micromechanical
modeling of void growth and coalescence requires to take into consideration those different local behaviors in order to account for
the influence of the porosity on the macroscopic behavior. In general, it is not possible to derive analytical models for the plasticity
of ductile porous solids. Two methods of homogenization have been proposed to estimate the plastic response of porous materials.

The first framework is based on Gurson (1977)’s pioneering work who has derived an approximate model for isotropic ductile
porous solids by performing a kinematic limit-analysis of a hollow sphere subjected to conditions of homogeneous boundary strain
rate. This model relies on the use of a trial velocity field, composed of the exact solution for the hydrostatic loading (Rice and
Tracey, 1969) and a homogeneous velocity field for the deviatoric loading. Due to its intrinsic limitations (i.e. isotropic rigid-plastic
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matrix and spherical cavity), this model has been extended in several directions. It has notably been extended to void shape effects
which are important at low stress triaxiality, first with spheroidal voids (Gologanu et al., 1993) using (Lee and Mear, 1992)’s
velocity fields, and later with ellipsoidal voids (Madou and Leblond, 2012a,b), using the incompressible velocity fields of Leblond
and Gologanu (2008) satisfying conditions of homogeneous strain rate on every confocal ellipsoidal surfaces. The effect of hardening,
which is important in cyclic ductile failure, has been considered by Leblond et al. (1995) and Morin et al. (2017) using sequential
limit-analysis in which the local hardening evolves with Gurson (1977)’s trial velocity field. Finally, Gurson’s model has also been
extended to anisotropic materials, by considering a Hill-type yield criterion for the matrix (Benzerga and Besson, 2001), a single
crystal plasticity model (Paux et al., 2015) or a strain gradient plasticity single crystal model (Khavasad and Keralavarma, 2021),
using isotropic velocity fields.1 The influence of local hardening in single crystals has been studied by Paux et al. (2018) through an
estimation of the heterogeneity of the accumulated plastic strain, still relying on Gurson’s isotropic velocity field. It is interesting to
note that the above models have been derived using the (rudimentary) isotropic velocity field (Gurson, 1977) (and its subsequent
extensions to ellipsoidal cavities) in the kinematic limit-analysis procedure. Other types of trial fields have been proposed to derive
alternative models, such as the enriched Eshelby-like velocity fields of Monchiet et al. (2011) or the trial stress field of Cheng et al.
(2014) using static limit-analysis.

The second framework is based on nonlinear homogenization, following the seminal work of Ponte Castañeda (1991) who
proposed a variational homogenization approach which makes use of a linear comparison composite (LCC). Since then, it has
been widely used and developed to tackle several micromechanical problems. This variational method was extended to the case
of crystalline viscoplastic phases by deBotton and Ponte Castañeda (1995) who considered more general LCCs with anisotropic
phases mimicking the symmetries of crystalline phases. An alternative extension was proposed by Idiart and Ponte Castañeda (2007)
who considered the restrictive case of a two dimensional porous single crystal subjected to anti-plane strain loadings; this method
produces tighter bounds than that of deBotton and Ponte Castañeda (1995) but it is generally considered harder to implement. The
variational method of deBotton and Ponte Castañeda (1995), together with ad hoc modifications inspired from Gurson’s model, has
been used by Han et al. (2013) to derive the yield function of porous face-centered cubic (FCC) single crystals. This model was
then extended to finite strains by Ling et al. (2016) by accounting for crystalline strain hardening laws as well as the evolution of
the porosity. In addition, Mbiakop et al. (2015a) used a modification of the variational method of deBotton and Ponte Castañeda
(1995) to derive the flow potentials of porous single crystals containing general ellipsoidal voids and subjected to general loadings
(see also Mbiakop et al., 2015b). Finally, Song and Ponte Castañeda (2017) made use of the iterated approach of Agoras and
Ponte Castañeda (2013), which leads to tighter bounds for porous single crystals.

Overall, those models provide good estimates of the macroscopic behavior of porous single crystals with moderate anisotropy
such as in the case of FCC single crystals (Han et al., 2013; Paux et al., 2015; Mbiakop et al., 2015a), but are less accurate when
anisotropy is more pronounced as it is the case for hexagonal close-packed (HCP) single crystals (Paux et al., 2018; Jossel et al.,
2018). Furthermore, in the above models, the shape of the cavity considered is either spherical or ellipsoidal and the distribution
of hardening is generally considered homogeneous or in spherical layers deduced from an isotropic growth of the cavity.

Nonetheless, numerical simulations of porous single crystals, either by the finite element method (FEM) or by the fast-Fourier
transform (FFT method of Moulinec and Suquet (1998)), have shown that the strain and velocity fields in single crystals are
highly anisotropic. Borg and Kysar (2007) have studied cylindrical voids embedded in a single crystal plasticity matrix (see
also Subrahmanya Prasad et al., 2016) and they observed slip bands at the vicinity of the cavity.2 Moreover, numerical FFT
calculations performed by Paux et al. (2018) have shown that the distribution of the strain field in slip bands depends on the
type of crystalline structure considered (FCC, HCP, etc.). Micromechanical cell calculations have shown that, during evolution, the
cavity is not ellipsoidal, in general, and tends to a polyhedral shape at high stress triaxiality (Yerra et al., 2010; Srivastava and
Needleman, 2013, 2015; Selvarajou et al., 2019). In addition, the plastic strain field becomes very heterogeneous during evolution
and its distribution cannot be reproduced by isotropic velocity fields.

Experimental results on polycrystals with intragranular porosity have also shown that the cavities have faceted shapes. In the
work of Crépin et al. (1996), the damage mechanisms of a 𝛽-treated zirconium HCP polycrystal are analyzed and it was observed that
intragranular cavities are hexagonal with facets aligned with the slip directions. In addition, during the dynamic spallation of shock
loaded pure aluminum FCC single crystal, it has been observed by X-ray tomography that voids have the shape of octahedrons (Hong
et al., 2017). Finally, Barrioz et al. (2019) observed, in a solution annealed 304L austenitic stainless steel (which is used as a model
FCC material), that dislocation channels strongly interact with voids at the irradiated state, emphasizing that the deformation mode
is heterogeneous at the grain scale.

The accurate modeling of porous single crystals thus requires an anisotropic and heterogeneous description of the mechanical
fields, notably the velocity field in order to reproduce accurately the voids shape as well as localized hardening in slip lines. A
specific mention has to be made to the work of Gan and Kysar (2007) (see also Kysar et al., 2005; Gan et al., 2006) who derived
analytically the solution for the plane strain stress field around a cylindrical void in a HCP single crystal: the stress field distribution
is heterogeneous and defines a ‘star’ structure with self-similarity. However, the velocity field was not derived so this solution

1 As explained in Morin et al. (2014), the reason isotropic velocity fields provide a good estimate of the yield surface even for anisotropic materials can be
explained by the variational characterization of the overall yield locus in terms of the overall plastic dissipation. Indeed, if the anisotropy is moderate, the use
of a trial isotropic velocity field (which slightly differs from the exact anisotropic one in the approximate limit-analysis) should lead to a reasonable estimate of
the minimum of the plastic dissipation, leading itself to a good estimate of the yield locus.

2 It must be noted that the distribution of slip bands can be modified when a strain gradient single crystal plasticity model is considered (Borg and Kysar,
2007).



does not permit to obtain a macroscopic yield criterion. Therefore, the aim of this work is to propose a new method for deriving
velocity fields in porous single crystals which would allow the analytical calculation of the macroscopic plastic potential. The velocity
field investigated is based on a fractal slip lines distribution mimicking the distribution of the strain field observed in numerical
simulations of porous single crystals.

The paper is organized as follows. In Section 2, the distribution of the strain field in porous single crystals is investigated by
FFT-based numerical limit-analysis. Based on these observations, theoretical trial velocity fields based on fractal slip lines distribution
are derived in Section 3. In Section 4, the macroscopic yield criterion of porous single crystals is determined using fractal velocity
fields. Finally, the results obtained are discussed in Section 5, by comparing the corresponding stress field with the solution of Gan
and Kysar (2007), and by assessing the influence of the boundary conditions and the loading on the slip lines distribution.

2. FFT-based numerical limit-analysis of porous single crystals

2.1. Problem addressed

We consider a hexagonal close-packed single crystal containing cylindrical voids aligned with the sixfold symmetry axis (𝐜-axis)
and periodically distributed on hexagonal or square arrays. A rate-independent elastoplastic constitutive law is assumed with plastic
deformation occurring by dislocation glide on slip systems. A slip system 𝑘 is characterized by the unit normal to the slip plane 𝐧𝑘
and the unit slip direction 𝐦𝑘 which define the Schmid tensor 𝝁𝑘 = 0.5 (𝐧𝑘 ⊗𝐦𝑘 +𝐦𝑘 ⊗ 𝐧𝑘). The present study is restricted to plane
strain conditions with three in-plane prismatic slip systems oriented at 𝜋∕3 (Fig. 1).

Fig. 1. Hexagonal Bravais lattice and prismatic slip systems.
According to the Schmid law, a slip system 𝑘 can be activated if the absolute value of the resolved shear stress 𝜏𝑘 = 𝝈 ∶ 𝝁𝑘

reaches a critical value 𝜏𝑐𝑘. Consequently, the yield function of the single crystal is defined by a multi-criterion which reads

𝑓 (𝝈) = sup
𝑘=1,…,3

|𝝈 ∶ 𝝁𝑘| − 𝜏𝑐𝑘 = sup
𝑘=1,…,3

𝑓𝑘(𝝈) with 𝑓 (𝝈) ≤ 0. (1)

From the generalized normality rule, the plastic strain rate corresponding to the Schmid criterion is given by

𝜺𝑝 =
3
∑

𝑘=1
𝛾̇𝑘

𝜕𝑓𝑘
𝜕𝝈

=
3
∑

𝑘=1
𝛾̇𝑘 𝝁𝑘 sgn(𝜏𝑘) with 𝛾̇𝑘 ≥ 0, 𝛾̇𝑘𝑓𝑘(𝝈) = 0, ∀𝑘 ∈ [1; 3]. (2)

𝛾̇𝑘(𝐱) is the plastic slip rate on slip system 𝑘. In the present study, since we consider a single slip systems family, we have 𝜏𝑐𝑘 = 𝜏𝑐 , ∀𝑘.
Two different crystalline orientations are considered with 𝜃 = 0◦ and 15◦, where 𝜃 is the angle between the slip direction of the

first system (𝐦(𝑖)) and the unit vector 𝒆1 (see Fig. 2b and d). We thus study four microstructures which result from the combination of
a unit-cell and a crystalline orientation, denoted by H0 (hexagonal with aligned crystal orientation 𝜃 = 0◦), H15 (hexagonal unit-cell
with rotated crystal orientation 𝜃 = 15◦), S0 (square unit-cell with aligned crystal orientation 𝜃 = 0◦) and S15 (square unit-cell with
rotated crystal orientation 𝜃 = 15◦). They are represented schematically in Fig. 2. For hexagonal unit-cells, the apothem is denoted
by ℎ and the void radius by 𝜌, so that the porosity (volume fraction of void) reads 𝑓 = 𝜋(𝜌∕ℎ)2∕(2

√

3). For square unit-cells, the
side is denoted by 𝑎 and the void radius by 𝜌, so that the porosity reads 𝑓 = 𝜋(𝜌∕𝑎)2.

In the sequel, the macroscopic stress as well as the local velocity fields will be investigated in the sole case of a hydrostatic
loading.



Fig. 2. Studied microstructures: (a) Hexagonal unit-cell with aligned crystal orientation 𝜃 = 0◦ (H0), (b) Hexagonal unit-cell with rotated crystal orientation
𝜃 = 15◦ (H15), (c) Square unit-cell with aligned crystal orientation 𝜃 = 0◦ (S0), (d) Square unit-cell with rotated crystal orientation 𝜃 = 15◦ (S15).

2.2. Simulation framework

The set of equations of the local problem to be solved on a unit-cell 𝛺 with boundary 𝜕𝛺 reads

⎧

⎪

⎪

⎨

⎪

⎪

⎩

𝜺(𝐱, 𝑡) = 1
2
(𝛁𝐮(𝐱, 𝑡) + 𝛁𝐮T(𝐱, 𝑡)), ∀(𝐱, 𝑡) ∈ 𝛺 × [0; 𝑇 ]

𝝈̇(𝐱, 𝑡) = 𝐂(𝐱) ∶ (𝜺̇(𝐱, 𝑡) − 𝜺̇𝑝(𝐱, 𝑡)), div𝝈(𝐱, 𝑡) = 𝟎, ∀(𝐱, 𝑡) ∈ 𝛺 × [0; 𝑇 ]

𝐮(𝐱, 𝑡) = 𝐄(𝑡).𝐱 + 𝐮′(𝐱, 𝑡), 𝐮′ periodic on 𝜕𝛺, ∀𝑡 ∈ [0; 𝑇 ].

(3)

with 𝐄(𝑡), 𝑡 ∈ [0; 𝑇 ], a prescribed macroscopic strain. The tensor of elastic moduli 𝐂(𝐱) is uniform in the single crystal (𝐂(𝐱) = 𝐂𝑠𝑐)
and vanishes inside the void. The macroscopic strain and stress, denoted by 𝐄 and 𝜮, are classically defined as the volume averages
of their microscopic counterparts 𝜺 and 𝝈:

𝐄 = ⟨𝜺⟩𝛺 , 𝜮 = ⟨𝝈⟩𝛺 , (4)

where ⟨⋅⟩𝛺 denotes the spatial average over the representative cell 𝛺:

⟨𝑓 ⟩𝛺 = 1
vol(𝛺) ∫𝛺

𝑓d𝛺. (5)

The heterogeneous elastoplastic problem is classically solved by discretizing the time interval [0; 𝑇 ]. The stress and strain fields
at each time 𝑡𝑖 are determined by using a FFT-based numerical scheme for a composite material with a nonlinear local constitutive



Fig. 3. Macroscopic responses obtained with the FFT numerical scheme for the square unit-cell with aligned crystal orientation 𝜃 = 0◦ (S0) and different porosities
𝑓 .

law. For more details on the FFT numerical method, widely used in micromechanics for composites and polycrystalline materials,
the reader is referred to Moulinec and Suquet (1998) and Michel et al. (2001). Its implementation for a rate-independent plastic
porous crystalline material is detailed in Paux et al. (2018). For the hexagonal cells, the domain considered is a rectangle discretized
using 3142 × 1814 pixels and for the square cells, the domain considered is a square discretized using 3000 × 3000 pixels (see Fig. 8
for an illustration of the discretization).

Illustrative results of the macroscopic response for an equibiaxial stress loading are shown in Fig. 3, where the macroscopic
mean stress and strain are respectively defined as 𝛴𝑚 = Tr(𝜮)∕2 and 𝐸𝑚 = Tr(𝐄)∕2. The plateau corresponds to the yield stress of
the porous single crystal.

2.3. Strain field and fractal slip line networks

Representative distributions of the equivalent von Mises strain in the H0, H15, S0 and S15 cells are given in Figs. 4, 5, 6 and
7, respectively. An illustration of the induced velocity field is given in Fig. 8. For all the FFT computations performed, the strain is
mainly concentrated in lines, either parallel to a slip direction 𝐦𝑘 (classical slip band) or a slip plane normal 𝐧𝑘 (kink band). Thus,
we propose to approximate and model the strain fields observed numerically as a slip line network. For each of the cells, comparison
for different porosities suggests that the slip line networks are mainly made of a pattern recursively repeated with self-similarity
from the exterior of the cell up to the void. Those patterns can be extended for any lower porosity by repeating them indefinitely
to the cell centers. The induced infinite patterns then form fractal slip line networks.

For the H15 and S15 cells, the slip line networks are mainly constituted of a pattern of twenty four slip lines represented in blue
in Figs. 9(b) and 10(b). This pattern is recursively repeated up to the void, forming successive layers, with homotheties of

√

3∕3
from one layer to the following one. The S0 cell is made of the same pattern with a rotation of 15◦, as shown in Fig. 10(a).

Besides, the H0 cell has a different fractal structure, with a repeated pattern made of two successive layers of twelve slip lines
represented in blue in Fig. 9(a). Each of these two layers can be seen as the general pattern of twenty four slip lines observed for
the S0 cell, but missing half the lines. Then, this twenty four slip lines pattern is the constitutive pattern of all the observed slip
line networks and seems to be an inherent structure of the strain field in the considered porous single crystal.

For all the cells, the slip line network crosses the cell boundary at the middles of the boundary edges. For the H15, S0 and S15
cells, the fractal pattern changes in the exterior of the cell: an adaptative network of slip lines, represented in red in Figs. 9(b),
10(a) and 10(b), links the fractal to the boundary of the cell. Again, the adaptative layers can be seen as the general twenty four
lines layer with missing and/or truncated lines.

Each slip line orientation of the slip line network can be identified to a slip plane normal or a slip direction. Then, an exact
reconstruction of the slip line network has been performed through geometrical considerations and recursive deductions enabled by
the fractal features described above. The results are displayed in Figs. 9(a) (H0), 9(b) (H15), 10(a) (S0) and 10(b) (S15).



Fig. 4. Equivalent von Mises strain in the H0 cell for (a) 𝑓 = 0.24%, (b) 𝑓 = 2.42% and (c) 𝑓 = 4%.

Fig. 5. Equivalent von Mises strain in the H15 cell for (a) 𝑓 = 0.24%, (b) 𝑓 = 2.42% and (c) 𝑓 = 4%.



Fig. 6. Equivalent von Mises strain in the S0 cell for (a) 𝑓 = 0.24%, (b) 𝑓 = 2.42% and (c) 𝑓 = 4%.

Fig. 7. Equivalent von Mises strain in the S15 cell for (a) 𝑓 = 0.24%, (b) 𝑓 = 2.42% and (c) 𝑓 = 4%.



Fig. 8. Illustration of (a) the velocity field in the H0 cell and (b) the discretization in the box indicated in blue in (a).

Fig. 9. Slip line fractal networks for the hexagonal cells. (a) H0 cell and (b) H15 cell.

Fig. 10. Slip line fractal networks for the square cells. (a) S0 cell and (b) S15 cell.
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3. Theoretical trial velocity fields based on fractal slip lines distribution

3.1. Slip line based velocity field and node condition

In order to derive a trial velocity field from the slip line networks obtained in Section 2.3, we have chosen to consider the set of
piecewise constant velocity fields. The plastic strain rate (2) being incompressible (tr

(

𝝁𝑘
)

= 0, ∀𝑘), the admissibility of the velocity
field implies that the difference between the velocities of two adjacent blocks is co-linear to the slip line separating the blocks.
Then, considering two blocks separated by a classical slip band, i.e a slip line along a slip direction 𝐦 and orthogonal to a slip plane
normal 𝐧 as in Fig. 11, the velocities 𝐯1 and 𝐯2 of block 1 and 2 verify

(𝐯2 − 𝐯1).𝐧 = 𝟎. (6)

To characterize the intensity of the slip between the blocks, we introduce the algebraic slip line velocity 𝛤̇ such that

𝐯2 − 𝐯1 = 𝛤̇𝐦. (7)

Given the crystalline nature of a slip line, 𝛤̇ is equivalent to a slip rate 𝛾̇ (see Eq. (2)) concentrated in the slip line, i.e a Dirac
distribution 𝛾̇𝛿. In addition, this description of the velocity field is also adapted for the kink bands by switching the slip plane
normal 𝐧 and the slip direction 𝐦 in Eqs. (6) and (7). In the following, the sign convention for the slip line velocity 𝛤̇ is represented
by two half arrows as in Fig. 11. Given a slip line velocity 𝛤̇ , the velocity 𝐯1 of block 1 (resp. 𝐯2) is given by the velocity 𝐯2 (resp.
𝐯1) plus 𝛤̇ times the vector indicated by the half arrow in the block 1 (resp. in the block 2). Following this convention, the relation
between 𝐯1 and 𝐯2 as represented in Fig. 11 reads

𝐯1 = 𝐯2 + 𝛤̇ (−𝐦) ; 𝐯2 = 𝐯1 + 𝛤̇𝐦. (8)

Then, the velocity field is entirely defined by the boundary conditions and the slip line velocities of all the slip line networks.
Indeed, one can deduce the velocities in all the blocks from the velocity of one block and by passing from block to block using relation
(8). As the strain is entirely concentrated in the slip lines, we will focus solely on the determination of the slip line velocities 𝛤̇ .

Fig. 11. Representation convention for the slip line velocity.
To be consistent, the slip line velocities must generate a coherent velocity field. Indeed, given a block 1 with a known velocity

𝐯1, the velocity 𝐯2 of a distant block 2 is obtained by considering a path from block 1 to block 2 and using relation (8) at each
crossed slip line. If the slip line velocities are consistent, the obtained velocity 𝐯2 does not rely on the chosen path. On the example
proposed in Fig. 12, the two given paths give respectively

𝐯2 = 𝐯1 − 𝛤̇1𝐦1 − 𝛤̇2𝐦2, (9)

𝐯2 = 𝐯1 + 𝛤̇4𝐦4 + 𝛤̇3𝐦3. (10)

Then, Eqs. (9) and (10) provide the following condition on the slip line velocities:

𝛤̇1𝐦1 + 𝛤̇2𝐦2 + 𝛤̇4𝐦4 + 𝛤̇3𝐦3 = 𝟎. (11)

The condition given by Eq. (11) must be verified for every possible path between two blocks of the slip line network. Fortunately,
one can demonstrate that the induced set of equations reduces to the equations given by the paths rounding the nodes of the slip
line network as displayed in blue in Fig. 12. These paths lead to

𝛤̇1𝐦1 + 𝛤̇4𝐦4 + 𝛤̇5𝐦5 = 𝟎, (12)

−𝛤̇2𝐦2 − 𝛤̇3𝐦3 + 𝛤̇5𝐦5 = 𝟎. (13)

The combination of (12) in (13) permits to retrieve Eq. (11). Then, the field is consistent if and only if the condition (12) is verified
for all nodes in the slip line network. In the following, it is named the node condition. In the general case, the determination of the
slip line velocities is done in two steps:



Fig. 12. Example of a slip line network with given slip line velocities. The red arrows give two different paths linking block 1 to block 2 by crossing different
slip lines. The blue arrows represent the paths rounding the nodes of the slip line network.

1. Express the boundary conditions and deduce the slip line velocities in contact with the boundary of the cell.
2. Express the node condition at each node of the slip line network and deduce the slip line velocities in the entire cell.

In the following, we apply this method to the fractal networks obtained in Section 2.3. Looking closely to the fractal networks
(Figs. 9 and 10), one can remark that all the four slip lines nodes have the same configuration (with rotations of 15◦). This
configuration is recalled in Fig. 13. Moreover, the three slip lines nodes can be seen as the same type of node with a fictitious
zero velocity fourth slip line. The node condition can thus be expressed for this case and reused for all the nodes of the fractal
networks. For the nodes considered, the slip lines 1 and 2 are always outward the fractal network while the slip lines 3 and 4 are
towards the fractal network. Then, one needs to express the slip velocities 𝛤̇3 and 𝛤̇4 in function of 𝛤̇1 and 𝛤̇2. The node condition
reads

𝛤̇1𝐦1 + 𝛤̇2𝐦2 + 𝛤̇3𝐦3 + 𝛤̇4𝐦4 = 𝟎 (14)

which leads to

𝛤̇3 =
2
√

3
3

𝛤̇1 −

√

3
3

𝛤̇2, (15)

𝛤̇4 = −

√

3
3

𝛤̇1 +
2
√

3
3

𝛤̇2. (16)

Fig. 13. Four slip lines node.



3.2. Velocity field for the H0 cell

In this section, the method presented in Section 3.1 is deployed to determine the velocity field of the H0 cell. Similar
developments for the H15, S0 and S15 cells are given in Appendices A.1–A.3, respectively.

Conventions (slip line velocities and block names) are given in Fig. 14. We name layer 𝑖 the 𝑖th group of slip lines from the
boundary of the cell. For example, the set of slip lines in contact with the boundary is layer zero, the set of slip lines in contact
with layer zero is layer one, and so on.

Due to the symmetries of the cell, the slip line velocities of a given layer are all equal. We note 𝛤̇𝑖 the slip line velocity in layer
𝑖. For a better understanding, 𝛤̇0 and 𝛤̇1 are represented in Fig. 14. Besides, the symmetries give the velocities’ directions in the
blocks 𝐴𝑗 and 𝐵𝑗 . They read

𝐯𝐴𝑗
= 𝑣𝐴

(

cos
𝑗𝜋
3
𝐞1 + sin

𝑗𝜋
3
𝐞2
)

, (17)

𝐯𝐵𝑗
= 𝑣𝐵

(

cos
[

𝜋
6
+

𝑗𝜋
3

]

𝐞1 + sin
[

𝜋
6
+

𝑗𝜋
3

]

𝐞2
)

. (18)

First, one uses the boundary conditions to determine the velocities in the external layer. Using the Green theorem, the mean
strain condition provides

𝐃 = 𝐷𝑚𝐈 =
1

vol(𝛺) ∫𝛺
𝐝 d𝛺 = 1

vol(𝛺) ∫𝑆
1
2
(𝐯⊗ 𝐧 + 𝐧⊗ 𝐯)d𝑆, (19)

where 𝐃 is the macroscopic strain rate, 𝐝 is its microscopic counterpart and 𝐧 is the normal vector of the boundary of the cell. The
trace of (19) gives

2𝐷𝑚 = 1
vol(𝛺) ∫𝑆

(𝑣1𝑛1 + 𝑣2𝑛2)d𝑆 = 1
vol(𝛺) ∫𝑆

𝐯.𝐧 d𝑆. (20)

The scalar product 𝐯.𝐧 is constant over the boundary and equal to 𝑣𝐴 cos(𝜋∕6). This implies that

𝑣𝐴 =
2
√

3
3

𝐷𝑚ℎ. (21)

Applying relation (6) for the slip line between block 𝐴0 and block 𝐵0,

(𝐯𝐴0
− 𝐯𝐵0

).𝐧 = 0, (22)

we obtain 𝑣𝐵 =
√

3 𝑣𝐴. Finally, we deduce the slip line velocity 𝛤̇0 through the slip line condition (7) reading

𝛤̇0𝐦 = 𝐯𝐴0
− 𝐯𝐵0

, (23)

leading to

𝛤̇0 =
‖

‖

‖

𝐯𝐴0
− 𝐯𝐵0

‖

‖

‖

=
2
√

3
3

𝐷𝑚ℎ. (24)

Fig. 14. Conventions for the determination of the H0 cell velocity field.



At this point, the boundary conditions led to the slip line velocities of the external layer of the fractal network. Then, we use the
node condition to determine recursively the slip line velocities of the internal layers. The node condition (15) of any node between
layers 𝑖 and 𝑖 + 1 reads

𝛤̇𝑖+1 =

√

3
3

𝛤̇𝑖 −
2
√

3
3

(−𝛤̇𝑖) =
√

3 𝛤̇𝑖. (25)

Using Eqs. (24) and (25), it follows that the slip line velocity in the layer 𝑖 is given by

𝛤̇𝑖 = 𝛤̇0

√

3
𝑖
=

2
√

3
𝑖+1

3
𝐷𝑚ℎ. (26)

3.3. Comparison with the numerical velocity field

For each cell (H0, H15, S0 and S15), the obtained velocity fields, deduced from the slip line velocities, the external velocities 𝐯𝐴𝑗
and relation (7) are assessed by comparison with the numerical FFT velocity fields. The results are also compared with the isotropic
velocity field derived by Gurson (1977) (see also Rice and Tracey, 1969) for a cylindrical cell with corresponding void radius and
porosity. The magnitude of the velocity is represented along lines from the center of the cells. A typical result for a high porosity
(𝑓 = 4%) is given in Fig. 15 for the S0 cell (along a horizontal line and a 45◦ line). Overall, a very good agreement is observed
between the numerical velocity field and the theoretical one. The theoretical velocity fields are piecewise functions with jumps
at the slip line crossing, while the numerical velocity field appears to have a similar structure, but with smooth jumps between
the blocks. The widths of the smoothed jumps correspond to the widths of the numerical slip lines (see Fig. 6c). The velocity in
the blocks and the magnitude of the jump, corresponding to the slip line velocity, are well reproduced. Besides, comparison of the
velocity along two different lines highlights the anisotropy of the velocity field (Fig. 15). The isotropic velocity lies between the
two lines of the anisotropic velocity field and can then be considered as a good approximation of the velocity field.

The same comparisons are presented for a lower porosity (𝑓 = 0.24%) in Figs. 16 and 17, respectively for the hexagonal and square
cells. Again, the velocities in the blocks are well reproduced, justifying the hypotheses used to determine the slip line velocities. In
some cases, the jump between the blocks is hardly visible for the numerical velocity fields. Indeed, as can be seen in Fig. 4(a), 5(a),
6(a) and 7(a), the band widths are more important for this porosity and there is strain in the blocks of the deep layers of the slip
line network. Still, the anisotropy of the velocity field is well reproduced by the theoretical velocity field proposed.

Fig. 15. Velocity along lines of the S15 cell with 𝑓 = 4%.



Fig. 16. Velocity along lines of the hexagonal cells with 𝑓 = 0.24%. (a) H0 cell and (b) H15 cell.

Fig. 17. Velocity along lines of the square cells with 𝑓 = 0.24%. (a) S0 cell and (b) S15 cell.

4. Macroscopic yield criteria of porous single crystals based on fractal velocity fields

4.1. Limit analysis framework

Limit-analysis, combined with the Hill–Mandel homogenization theory, is a powerful framework to derive constitutive equations
for ductile porous solids. Indeed, it permits to perform efficiently the scale transition and thus to obtain a macroscopic plastic
potential that depends on the underlying microstructure.

Let us consider a representative cell of a porous ductile solid denoted 𝛺 containing a void denoted 𝜔, and subjected to conditions
of homogeneous boundary strain rate. The macroscopic yield locus of the porous material can be determined using the upper-bound
theorem of limit-analysis (see e.g. Leblond et al., 2018). The fundamental inequality of this approach

𝜮 ∶ 𝐃 ≤ 𝛱(𝐃) (27)



leads to the parametric equation of the yield locus

𝜮 = 𝜕𝛱
𝜕𝐃

(𝐃). (28)

The quantities 𝜮 and 𝐃 are respectively the macroscopic stress and macroscopic strain rate, defined as the volume averages of their
microscopic counterparts 𝝈 and 𝐝:

𝜮 = ⟨𝝈⟩𝛺 , 𝐃 = ⟨𝐝⟩𝛺 , (29)

where ⟨⋅⟩𝛺 denotes the spatial average over the representative cell 𝛺 defined by Eq. (5). In Eqs. (27) and (28), the macroscopic
plastic dissipation 𝛱 is defined as

𝛱(𝐃) = inf
𝑣∈(𝐃)

⟨ sup
𝝈∗∈

𝝈∗ ∶ 𝐝 ⟩𝛺 , (30)

where  is the microscopic convex domain of reversibility and the set (𝐃) consists of the velocity fields 𝒗 kinematically admissible
with 𝐃 and verifying the property of incompressibility.

Admissible velocity fields can exhibit tangential discontinuities across an interface 𝑆. In this case the plastic dissipation given
by Eq. (30) is taken in the sense of distributions. The contribution of the surface term to the macroscopic dissipation then reads

1
vol(𝛺) ∫𝑆

sup
𝜎∗∈

(

𝝈∗.𝒏
)

𝑖 [[𝑣𝑖]] d𝑆 (31)

where [[𝒗]] is the velocity jump across the interface 𝑆 and 𝝈∗.𝒏 the traction acting on it, 𝒏 being the interface normal.
In the case of a slip line having a tangential velocity jump [[𝒗]] = 𝛤̇𝒎, as defined in Section 3.1, the macroscopic surface dissipation

(31) simply reduces to
𝑙

𝑆cell
× 𝛤̇ 𝜏𝑐 , (32)

where 𝑙 is the length of the slip line and 𝑆cell is the surface of the unit-cell (𝑆cell = 𝑎2 for square cells and 𝑆cell = 2
√

3ℎ2 for hexagonal
cells).

4.2. Derivation of the yield limit

Due to the piecewise nature of the velocity field derived in Section 3, the strain rate is null in the blocks and all the strain energy
is localized in the discontinuity of the velocity field, i.e in the slip lines. Then, using Eqs. (31) and (32), the macroscopic dissipation
potential reads

𝛱(𝐃) = 1
𝑆cell

∑

slip line 𝛼
𝑙𝛼 𝛤̇𝛼𝜏𝑐 (33)

where 𝑙𝛼 and 𝛤̇𝛼 are respectively the length and the slip line velocity of the slip line 𝛼. Hereafter, the macroscopic yield limit is
derived in the case of the H0 cell; the associated developments for the H15, S0 and S15 cells are given in Appendices A.1–A.3,
respectively.

In order to calculate the macroscopic plastic dissipation (33), we must determine the length 𝑙𝑖 of the slip lines in each layer 𝑖.
Furthermore, since the slip line network proposed in Section 2 is fractal by definition, only the slip lines outside the void are relevant
in the calculation of the plastic dissipation. Let us denote by 𝑛(𝑓 ) the number of layers outside the void. For the last layer outside
the void (i.e. layer 𝑛(𝑓 )), the slip line is truncated (since it is partially in the void) and its length thus depends on the porosity. For
the H0 cell, geometrical considerations give

𝑛(𝑓 ) =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

−

log
(

2
√

3
𝜋

𝑓

)

2 log(3)

⎤

⎥

⎥

⎥

⎥

⎥

⎥

+

⎢

⎢

⎢

⎢

⎢

⎢

⎣

−

log
(

2
√

3
𝜋

𝑓

)

2 log(3)

⎥

⎥

⎥

⎥

⎥

⎥

⎦

, (34)

𝑙𝑖 = ℎ

(
√

3
3

)𝑖+1

, ∀𝑖 < 𝑛(𝑓 ) ; 𝑙𝑛(𝑓 ) = ℎ
⎛

⎜

⎜

⎝

3
1−𝑛(𝑓 )

2

2
−

√

2
√

3
𝜋

𝑓 − 3−𝑛(𝑓 )
4

⎞

⎟

⎟

⎠

. (35)

Using Eqs. (26) and (33), the analytic expression of the macroscopic dissipation potential is given by:

𝛱(𝐃) = 4𝐷𝑚𝜏
𝑐
𝑛(𝑓 )
∑

𝑖=0

√

3
𝑖 𝑙𝑖
ℎ
. (36)

Since 𝑙𝑖∕ℎ only depends on 𝑓 , the macroscopic plastic dissipation is a function of 𝐷𝑚 and 𝑓 . Finally, the yield limit is given by

𝛴𝑚 = 1
2

𝜕𝛱
𝜕𝐷𝑚

= 2𝜏𝑐
𝑛(𝑓 )
∑

𝑖=0

√

3
𝑖 𝑙𝑖
ℎ
. (37)



4.3. Comparison of analytical and numerical macroscopic yield limit

The theoretical and numerical macroscopic yield limits are compared in Fig. 18 for the four cells considered (H0, H15, S0
and S15) and for several values of the porosity. In addition, the macroscopic yield limit obtained using the isotropic velocity field
of Gurson (1977) for cylindrical cavities, following the method of Paux et al. (2015) in the case of spherical voids, is also represented
in Fig. 18.

Overall, the theoretical predictions and the numerical results are in very good agreement and follow the same trends. A significant
difference between the macroscopic yield limits of the hexagonal and square cells is observed, which is well captured by the
theoretical model. This difference can be explained by the fact that the intervoid distance is smaller in the case of a square cell (for
a given porosity), which implies that slip line network connecting the voids is smaller. Besides, the effect of crystalline orientation
(𝜃 = 0◦ or 𝜃 = 15◦), which appears to have a minor influence on the yield stress, is also reproduced by the model.

The predictions obtained using an isotropic velocity field (obtained for a cylindrical cell) significantly overestimate the yield
stresses predicted numerically. These discrepancies have already been observed by Paux et al. (2015) in the case of spherical voids
and are mainly due to the inaccurate description of the velocity field but also to the cell shape (which can be corrected using the
heuristic Tvergaard (1981) parameter).

It should be noted that the upper-bound character of the theoretical criterion seems not to be preserved in some cases. In fact,
this is due to (small) numerical errors induced by the difficulty to numerically reproduce discontinuous fields.

Fig. 18. Macroscopic yield limit of porous single crystals. (a) Global view and (b) Enlarged view.

5. Discussion

For the problem addressed, the proposed method has shown remarkable ability to predict the velocity field (Section 3.3) as well
as the macroscopic yield criterion of the porous single crystal (Section 4.2). Here, we discuss firstly the influence of the boundary
conditions on the velocity fields by considering the case of a cylindrical void in an infinite medium, already considered by Gan and
Kysar (2007), and a randomly distributed population of voids, and secondly, the influence of the loading on the slip line network.

5.1. Cylindrical void in an infinite medium

The case of a cylindrical void in an infinite medium is considered here by comparison with the work of Gan and Kysar (2007).
They derived the stress field by solving analytically the equilibrium equation div𝝈 = 0 using the so-called slip line theory (Hencky,
1923; Prandtl, 1923). While giving the analytic solution for the stress field, the used method cannot provide the velocity field.

The obtained stress field is partitioned into stress sectors recalled in Fig. 19, each belonging to one slip system. The pattern
induced by the stress sector is very similar to the fractal patterns of the velocity fields given in Figs. 9 and 10. Those velocity fields
can be easily adapted so that the slip lines exactly match the boundaries of the stress sectors. Then, the velocity fields are compatible
with the stress fields (i.e. every slip line lies on the corresponding stress sector) and are analytic solutions of the problem of the
cylindrical void in an infinite medium. Our study thus complements the analytical solution of Gan and Kysar (2007) and paves the
way to consider complex features such as the evolution of the shape of the cavities, the localization of the strain and the induced
localization of the strain hardening.



Fig. 19. Analytic stress sectors. Figure from Gan and Kysar (2007).

5.2. Randomly distributed voids

To further assess the influence of the boundary conditions, we have performed simulations with ten randomly distributed voids.
Typical results are given in Fig. 20. As for the computations performed in Section 2.3, the strain is mainly concentrated in slip lines
and forms complex slip line networks.

Around the cavities, one can observe fractal structures similar to those presented in Figs. 9 and 10, but missing some of the slip
lines. Looking closely to the cavities in Fig. 20(b), it appears that the number of slip lines increases from layer to layer, and tends
to have the twenty-four slip lines of the constitutive pattern given in blue in Fig. 10(a). Thus, for very low porosity, the velocity
field around the cavities of a random distribution of voids is closed to the velocity fields obtained with the square cells and the H15
cell. This is consistent with the classical assumption made in the framework of the micromechanic study of ductile fracture: for low
porosity, the distribution of the voids has little influence on the macroscopic behavior and on the growth of the cavities.

On the contrary, the velocity field around the cavities of a random distribution will significantly differ from the velocity field of
the H0 cell, even for low porosity. Indeed, compared to the three other cells, the H0 cell has a peculiar fractal pattern (see Fig. 9(a)),
leading to a peculiar velocity field around the void. This specificity comes from the alignment between the symmetry of the void

Fig. 20. Equivalent von Mises strain for two configurations of ten randomly distributed voids with (a) 𝑓 = 2% and (b) 𝑓 = 1%.



distribution and the crystalline orientation (0◦, see Fig. 2(a)). Such symmetry never occurs in a random distribution of voids, thus,
the H0 cell velocity field is not appropriate for such void distributions. As a general extension of this observation, one should avoid
oversymmetrical situations to estimate the velocity field around the voids in porous crystalline material.

5.3. Influence of the loading on the slip line network

To consider other loadings, one needs to know the associated slip line networks. The influence of the loading on the slip line
network is investigated for the H0 cell and a given porosity 𝑓 = 1.4% by looking at the slip line network for different axisymmetric
loadings with different strain triaxialities 𝑇 = 𝐸𝑚∕𝐸𝑒𝑞 , with 𝐸𝑒𝑞 the von Mises equivalent strain. Two typical slip line networks are
observed:

• At high triaxiality, slip line networks based on the fractal structure described in Fig. 9(a), but with different adaptative external
layer as illustrated in Fig. 21(b).

• At zero triaxiality, slip line networks mainly constituted of four slip lines as illustrated in Fig. 21(a).

These observations suggest that, for a given microstructure and a given crystalline structure, the slip line networks are essentially
stable. A given fractal structure can be applied to a wide range of loadings by modifying its slip line velocities. The determination
of the slip line networks required to build a yield criterion can thus be reduced at a few deformation patterns which cover all the
loadings. This extension of the proposed method will be the object of a future work.

Fig. 21. Equivalent von Mises strain for the H0 cell with porosity 𝑓 = 1.4% and respective triaxialities (a) 𝑇 = 0 and (b) 𝑇 = 2.5.

6. Conclusions and perspectives

This work contributes to understand and model the influence of the plastic anisotropy on the velocity and strain fields in porous
single crystals.

Numerical simulations using the fast-Fourier transform method have been performed to make an extensive study of the strain
fields in hexagonal close-packed porous single crystals with cylindrical cavities. The strain fields appear to be mainly constituted of
slip line networks. A closed observation of these networks unearths a fractal structure based on a constitutive pattern, common for
cells or infinite medium with one cavity as well as for cells with a randomly distributed population of cavities. For cells with one
cavity, we performed a geometrical reconstruction of the observed slip line fractal networks.

Assuming the strain field is solely made of these slip line networks, a general method to derive the associated velocity fields has
been proposed and successfully applied to the different considered cells with one cavity. The velocity fields pave the way to a priori
estimate of the evolution of the shape of the cavities. In particular, it should be used to predict the polyhedral shape of the cavities
under high triaxiality observed numerically (Yerra et al., 2010; Srivastava and Needleman, 2013, 2015; Selvarajou et al., 2019) and
experimentally (Crépin et al., 1996; Hong et al., 2017; Barrioz et al., 2019).

Furthermore, this model provides a single crystal based prediction of the localization of the strain, which could be used to predict
the induced microscopic strain hardening. So far, it has been done by assuming homogeneous hardening (Ling et al., 2016) or under
isotropic estimate of the strain localization (Paux et al., 2018). Nevertheless, the localization of the strain into slip bands is expected
to strengthen the macroscopic hardening: locally, the hardening in the slip bands is more important than the hardening induced by
homogeneously or isotropically distributed strain. With the proposed velocity field, it is possible to characterize much more precisely
the localization of the strain, then the induced local hardening and, finally, the induced macroscopic hardening. It must be noted



that this process depends on the type of hardening law of the material and would require a thorough investigation to characterize
its influence on the slip line patterns.

The obtained velocity fields have been used to derive the macroscopic yield criterion of the porous single crystal by kinematic
limit-analysis. The assessment with the numerical results shows remarkable agreement, as it reproduces complex dependency such as
the influence of the distribution of the voids and the crystalline orientation in the different considered cells, while the classical model
based on the isotropic velocity field of Gurson (1977) significantly overestimates the macroscopic stress. Moreover, this agreement
is obtained without any fitting parameter, while such criterion classically rely on the use of the heuristic Tvergaard parameters.

Finally, the approach proposed in this paper opens up the derivation of homogenized macroscopic behavior laws of porous single
crystal taking into consideration their specific microscopic velocity field and the induced microstructural evolution (void shape and
hardening localization). It is an important step to understand accurately the influence of the single crystal plastic behavior law
on the ductile failure of crystalline materials. Nevertheless, at this stage, the reconstruction method has only been deployed for
cylindrical cavities and must be extended for more realistic microstructures such as porous single crystals with spherical cavities.
The extension of the method from 2D to 3D slip line networks might be cumbersome, especially for the identification of the slip
bands, and remains a major difficulty to overcome.
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Appendix. Velocity fields determination

A.1. H15 cell

In this appendix, we derive the slip line velocities in the H15 cell. Conventions (slip line velocities and block names) are given
in Fig. A.22. Due to the symmetries, the slip line velocities of the external layer (between blocks 𝐴𝑗 and 𝐵𝑗) are equal. We note 𝛤̇0
their slip line velocity. For any of the internal layer 𝑖 > 0, the slip lines can be classed in two groups 1 and 2 with unique slip line
velocities denoted by 𝛤̇ 1

𝑖 and 𝛤̇ 2
𝑖 , respectively. In the layer 1, the first group is displayed in blue (slip lines in contact with blocks

𝐴𝑗) and the second group is shown in red (slip lines in contact with blocks 𝐵𝑗) (see Fig. A.22). The first layer can be described in
this framework with fictitious slip lines given by

𝛤̇ 1
0 = 0 ; 𝛤̇ 2

0 = 𝛤̇0. (A.1)

The symmetries of the cell give the velocities orientation in the blocks 𝐴𝑗 and 𝐵𝑗 . They read

𝐯𝐴𝑗
= 𝑣𝐴

(

cos
𝑗𝜋
3
𝐞1 + sin

𝑗𝜋
3
𝐞2
)

, (A.2)

𝐯𝐵𝑗
= 𝑣𝐵

(

cos
[

𝜋
6
+

𝑗𝜋
3

]

𝐞1 + sin
[

𝜋
6
+

𝑗𝜋
3

]

𝐞2
)

. (A.3)

Introducing (A.2) and (A.3) in (20) as in Section 3.2, one obtains

𝑣𝐴 =
2
√

3
3

𝐷𝑚ℎ. (A.4)

Applying relation (6) for the slip line between block 𝐴0 and block 𝐵0,

(𝐯𝐴0
− 𝐯𝐵0

).𝐧 = 0, (A.5)

leads to

𝑣𝐵 =
3 +

√

6
3

𝐷𝑚ℎ. (A.6)

Finally, one deduces the slip line velocity 𝛤̇0 through the slip line condition (7) reading

𝛤̇0𝐦 = 𝐯𝐴0
− 𝐯𝐵0

, (A.7)



Fig. A.22. Conventions for the derivation of the H15 cell velocity field.

leading to

𝛤̇0 =

√

6
3

𝐷𝑚ℎ. (A.8)

At this point, the boundary conditions led to the slip line velocities of the external layer of the fractal network. Then, we use the
node condition (15) to determine recursively the slip line velocities of the internal layers:

𝛤̇ 1
𝑖 =

√

3
3

𝛤̇ 1
𝑖−1 +

2
√

3
3

𝛤̇ 2
𝑖−1, (A.9)

𝛤̇ 2
𝑖 =

2
√

3
3

𝛤̇ 1
𝑖−1 +

√

3
3

𝛤̇ 2
𝑖−1. (A.10)

To derive the yield limit as in Section 4.2, one also needs the expression of the slip line lengths in function of the porosity. Using
the notations of Section 4.2, we obtain

𝑛(𝑓 ) =
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, (A.11)

𝑙0 =
3
√
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6
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√

3
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𝑙𝑖, ∀𝑖 > 1, (A.12)
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ℎ. (A.13)

Then, the yield limit for the square cell is determined by introducing the equations derived in this appendix in (33).

A.2. S0 cell

In this appendix, we derive the slip line velocities in the S0 cell. Conventions (slip line velocities and block names) are given
in Fig. A.23. Due to the symmetries, the slip line velocities of the external layer (between blocks 𝐴𝑗 and 𝐵𝑗) are equal. We note
𝛤̇0 their slip line velocity. For any of the internal layer 𝑖 > 0, the slip lines can be classed in three groups with unique slip line
velocities 𝛤̇ 1

𝑖 , 𝛤̇ 2
𝑖 and 𝛤̇ 3

𝑖 , respectively. These groups are represented in Fig. A.23 by black slip lines, orange slip lines and blue slip
lines, respectively for the first group, second group and third group. The first layer can be described in this framework with fictitious
slip lines given by

𝛤̇ 1
0 = 0 ; 𝛤̇ 2

0 = 0 ; 𝛤̇ 3
0 = 𝛤̇0. (A.14)

In the same way, the second layer has fictitious third group slip lines 𝛤̇ 3
1 =0.



Fig. A.23. Conventions for the determination of the S0 cell velocity field.

The symmetries of the cell give the velocities orientation in the blocks 𝐴𝑗 and 𝐵𝑗 . They read

𝐯𝐴𝑗
= 𝑣𝐴

(

cos
[

𝜋
4
+

𝑗𝜋
2

]

𝐞1 + sin
[

𝜋
4
+

𝑗𝜋
2

]

𝐞2
)

(A.15)

𝐯𝐵𝑗
= 𝑣𝐵

(

cos
𝑗𝜋
2
𝐞1 + sin

𝑗𝜋
2
𝐞2
)

. (A.16)

Introducing (A.15) and (A.16) in (20) as in Section 3.2, one obtains

𝑣𝐴 =

√

2
2

𝐷𝑚𝑎. (A.17)

Applying relation (6) for the slip line between block 𝐴0 and block 𝐵0,

(𝐯𝐴0
− 𝐯𝐵0

).𝐧 = 0, (A.18)

one obtains

𝑣𝐵 =

√

2 +
√

6
2

𝑣𝐴. (A.19)

Finally, one deduces the slip line velocity 𝛤̇0 through the slip line condition (7) reading

𝛤̇0𝐦 = 𝐯𝐴0
− 𝐯𝐵0

, (A.20)

leading to

𝛤̇0 = 𝐷𝑚𝑎. (A.21)

For any layer 𝑖 > 0, one expresses the node condition at node 𝑀 and 𝑁 displayed in Fig. A.23 (𝑁 is a fictitious node for the
transition between the first and the second layers). The node condition at 𝑁 leads to

𝛤̇ 3
𝑖 =

√

3𝛤̇ 2
𝑖−1. (A.22)

For the node 𝑀 , it reads

𝛤̇ 1
𝑖 =

√

3
3

𝛤̇ 1
𝑖−1 +

2
√

3
3

𝛤̇ 3
𝑖−1, (A.23)

𝛤̇ 2
𝑖 =

2
√

3
3

𝛤̇ 1
𝑖−1 +

√

3
3

𝛤̇ 3
𝑖−1. (A.24)



To derive the yield limit as in Section 4.2, one also needs the expression of the slip line length in function of the porosity. Using
the notation of Section 4.2, we obtain

𝑛(𝑓 ) =

⎡

⎢

⎢

⎢

⎢

⎢

−
log

(

4𝑓
3𝜋

)

log (3)

⎤

⎥

⎥

⎥

⎥

⎥

− 2 (A.25)

𝑙0 =

√

3
6

𝑎 ; 𝑙𝑖+1 =

√

3
3

𝑙𝑖 =
1
2

(
√

3
3

)𝑖+2

𝑎, 𝑛(𝑓 ) > 𝑖 > 0 (A.26)

𝑙𝑛(𝑓 ) =
⎛

⎜

⎜

⎝

3
4

(
√

3
3

)𝑛(𝑓 )+2

−

√

𝑓
𝜋

− 1
16

( 1
3

)𝑛(𝑓 )+1⎞
⎟

⎟

⎠

𝑎 (A.27)

Then, the yield limit for the square cell is determined by introducing the equations derived in this appendix in (33).

A.3. S15 cell

Finally, we derive in this appendix the slip line velocities in the S15 cell. Conventions (slip line velocities and block names) are
given in Fig. A.24. Due to the symmetries, the slip line velocities of the external layer (between blocks 𝐴𝑗 and 𝐵𝑗) are equal. We
note 𝛤̇0 their slip line velocity. For any of the internal layer 𝑖 > 0, the slip lines can be classed in three groups with unique slip
line velocities 𝛤̇ 1

𝑖 , 𝛤̇ 2
𝑖 and 𝛤̇ 3

𝑖 , respectively. These groups are represented in Fig. A.24 by black slip lines, orange slip lines and blue
slip lines, respectively for the first group, second group and third group. The first layer can be described in this framework with
fictitious slip lines given by

𝛤̇ 1
0 = 0 ; 𝛤̇ 2

0 = 0 ; 𝛤̇ 3
0 = 𝛤̇0. (A.28)

In the same way, the second layer has fictitious third group slip lines 𝛤̇ 2
1 =0.

The symmetries of the cell give the velocities orientation in the blocks 𝐴𝑗 and 𝐵𝑗 . They read

𝐯𝐴𝑗
= 𝑣𝐴

(

cos
[

𝜋
4
+

𝑗𝜋
2

]

𝐞1 + sin
[

𝜋
4
+

𝑗𝜋
2

]

𝐞2
)

, (A.29)

𝐯𝐵𝑗
= 𝑣𝐵

(

cos
𝑗𝜋
2
𝐞1 + sin

𝑗𝜋
2
𝐞2
)

. (A.30)

Fig. A.24. Conventions for the determination of the S15 cell velocity field.



Introducing (A.29) and (A.30) in (20) as in Section 3.2, one obtains

𝑣𝐴 =

√

2
2

𝐷𝑚𝑎. (A.31)

Applying relation (6) for the slip line between block 𝐴0 and block 𝐵0,

(𝐯𝐴0
− 𝐯𝐵0

).𝐧 = 0, (A.32)

one obtains 𝑣𝐵 = 𝐷𝑚𝑎. Finally, one deduces the slip line velocity 𝛤̇0 through the slip line condition (7) reading

𝛤̇0𝐦 = 𝐯𝐴0
− 𝐯𝐵0

, (A.33)

leading to

𝛤̇0 =

√

2
2

𝐷𝑚𝑎. (A.34)

For any layer 𝑖, one expresses the node condition at nodes 𝑀 and 𝑁 displayed in Fig. A.24. The node condition at 𝑀 leads to

𝛤̇ 1
𝑖 =

√

3 𝛤̇ 2
𝑖−1. (A.35)

For the node 𝑁 , it reads

𝛤̇ 2
𝑖 =

√

3
3

𝛤̇ 1
𝑖−1 +

2
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3
3

𝛤̇ 3
𝑖−1, (A.36)

𝛤̇ 3
𝑖 =

2
√

3
3

𝛤̇ 1
𝑖−1 +

√

3
3

𝛤̇ 3
𝑖−1. (A.37)

To derive the yield limit as in Section 4.2, one also needs the expression of the slip line length in function of the porosity. Using
the notation of Section 4.2, we obtain

𝑛(𝑓 ) = 𝑖 such that 𝑟𝑖+1 < 𝑎
√

𝑓
𝜋

< 𝑟𝑖, (A.38)
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3
√

2 −
√

6
12

𝑎 ; 𝑙1 =

√

2
6

𝑎 ; 𝑙𝑖+1 =

√

3
3

𝑙𝑖, ∀𝑖 > 1, (A.39)

𝑙𝑛(𝑓 ) =

(
√

2
4

−
√

𝑓
𝜋

− 1
8

)

𝑎 if 𝑛(𝑓 ) = 0, (A.40)

𝑙𝑛(𝑓 ) =

(
√

3
2

𝑟𝑖 −
√

𝑓
𝜋

− 1
4
𝑟2𝑖

)

𝑎 if 𝑛(𝑓 ) > 0. (A.41)

where 𝑟𝑖 is the radius of the porosity such that the void crosses the slip line network at the transition between layers 𝑖 and 𝑖 + 1. 𝑟𝑖
is obtained through

𝑟0 =

√

3
√

2 −
√

6
12

𝑎 ; 𝑟𝑖 =
2
√

3
3

𝑟𝑖−1 − 𝑙𝑖 ∀𝑖 ≥ 1. (A.42)

Then, the yield limit for the square cell is determined by introducing the equations derived in this appendix in (33).
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