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Abstract: Behavior models implemented within Embodied Cogatonal Agents (ECAS) require
nonverbal communication to be tightly coordinatdthwpeech. In this paper we present an
empirical study seeking to explore the influenc¢heftemporal coordination between speech and
facial expressions of emotions on the perceptiaih@se emotions by users (measuring their
performance in this task, the perceived realisiedfavior, and user preferences). We generated
five different conditions of temporal coordinatibatween facial expression and speech: facial
expression displayed before a speech utterantes aeginning of the utterance, throughout, at
the end of, or following the utterance. 23 subj@etdicipated in the experiment and saw these 5
conditions applied to the display of 6 emotions(f¢oy, anger, disgust, surprise and sadness).
Subjects recognized emotions most efficiently wizeial expressions were displayed at the end
of the spoken sentence. However, the combinatiersusewed as most realistic, preferred over
others, was the display of the facial expressiooufhout speech utterance. We review existing
literature to position our work and discuss thatiehship between realism and communication

performance. We also provide animation guidelimes draw some avenues for future work.

Keywords: Temporal coordination, facial expressiemotion, perception.

1. Introduction

Embodied Conversational Agents (ECAS) are intevaatirtual characters which
take on a communicative role in various applicafielus (e.g. e-learning, games,
e-commerce, therapeutic tools) using several miydatiannels such as speech,
facial expressions, gestures, postures, etc. Taa EICA [16] should be
intelligent, capable of social behavior, and shdale advantage of its visual
representation to strengthen its believability {jpatarly by means of

sophisticated and relevant nonverbal behavior lgrithe expression of



emotions). The notion of believability is a centvak in ECA research: it relies
mainly on the visual properties of the agent anthengeneration of verbal and
nonverbal behavior during interaction with the Udéi. It is nonetheless a
complex notion tying back to the conceptsiaturalismor realism of agent
behavior and effectiveness of communication. Yet pasearch has suggested
that realism does not always correlate to commuoic&ffectiveness: studies by
Calder and colleagues showed that caricaturingffasipressions, although this
decreased ratings of human-likeness or plausipihityreased recognition of
agents’ emotions by subjects (shorter reactiong)macreased their neural
response and ratings of emotional intensity [3js Haper focuses on the
temporal arrangement of speech and facial expmssibemotions within the
believability framework, addressing both the issoierealism and of
effectiveness. We first review the literature rethto the coordination of speech
and facial expressions (Section 2) and justify mpiecal exploratory procedure
to extend our knowledge. Following this, we deseoir methods and results

(Section 3) and discuss the implications for thesorgl design of ECA (Section 4).

2. Coordination of speech and facial expressions

Research related to the generation of ECAS’ noratdrbhaviors stresses the
importance of defining their temporal coordinatgpeech-based communication.
One challenge for ECA platforms is to control vprgcisely the synchronization
of communication channels [13]. In terms of softvarchitecture, this implies
simultaneous generation of these various commuaicahannels from a unique
representation (e.g. facial expressions shouldeaterived from the speech
content but must be generated simultaneously). BE€havior Expression
Animation Toolkit, [6]) is an example of a framewallowing the automatic
generation of animations synchronizing speech ggnhvoice intonation,
eyebrow movements, gaze direction, and hand gesture

From a functional standpoint [29], facial expressican take osemantiqe.g. to
emphasize or substitute for a worsintactic(e.g. nodding, raising eyebrows to
emphasize parts of the speech floth@logic (e.g. gazes to regulate speech turns)
or pragmatic(e.g. expressing the speaker’s personality, emstio attitudes)
functions in a conversation. Rules for coordinatifacial expression with

speech depend on these functions [19]: syntaatialfaues must coordinate with
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the elementary phonemes of speech [4, 18], wheeraantic and dialogic cues
are synchronized with complete words or pause®{p,Finally, pragmatic cues
are synchronized with complete sentences [21] tr 8peech turns [7, 28], since
emotions are not expected to fluctuate at the lefvgidividual words. Therefore,
there seems to be a consensus in the literatuaessymchrony paradigmin which
facial expressions of emotion are synchronized aitti displayed throughout
speech. Related research has investigated thadtitar of facial expressions of
emotion with other facial cues (lip-synching, ocitd expressions with an
alternate function) and set specific priority ruéesl additive rules, as well as
methodologies for conflict resolution [28]. Platfts were designed to support
dynamic representations of emotions [26], in paléicto replicate realistic
emotional control (e.g. related to an agent’s baraxr mood [9, 31]). Some
aspects of emotion dynamics were submitted to péxeetests, in particular the
onset, offset and apex durations of facial expoessof emotion [20]. It was
shown for example that slow onset smiles lead teerpositive perceptions (e.g.
smiles are perceived as more authentic, and tls®pers more attractive and
trustworthy).

Although the synchrony paradigm seems largely ynde in the
aforementioned literature, there are at least treasons to question it in our
view. Firstly, from an engineering viewpoint, itimprecise and does not provide
sufficient guidelines to help position emotionapeessions (i.e. emotional tags) in
relation to speech utterances. In this respecgoat is to refine animation rules in
order to reduce the role of chance or of the aronsmbwn talent. Secondly,
according to the sequential checking process ofaéggd [30], emotions may not
all have the same dynamics, and different emotioight support different
intensity patterns in the course of speech. Fomgie, given that 1) surprise is
assumed to rely on novelty appraisal and angeoah@nduciveness appraisal,
and 2) that novelty appraisal is supposed to oeatrer than goal-conduciveness
appraisal in the checking process, one can hypathésat surprise and anger
dynamics are different. Accordingly, surprise wovield an earlier intensity peak
than anger. Finally, we wished to investigate alérve coordination patterns in
search of more effective communication. As previypuasentioned, stylized or
caricatured animations (with stereotypical behavard mental states, conveyed

transparently) can be more efficient than ecoldgcaaturalistic communication
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styles [3, 12]. Therefore, the present study amnshiallenge the synchrony

paradigm.
3. Experiment

3.1. Goal

Our general motivation is to explore the effectyafious temporal coordination
rules between speech and facial emotional expmssio communication
effectiveness and realism, and to examine thegraction with several emotions.
We set up 5 different temporal combinations of shesnd facial expressions of
emotions, implemented them within an ECA platformd applied them to the
display of 6 fundamental emotions. By means ofraquive test, we assessed
their impact on three criteria: the effectivenessanmunication (ability to
convey the intended emotion, i.e. recognition scpeeceived intensity, answer
time), its perceived realism, and user preferefegasjective criteria).

3.2. Methods

3.2.1. Participants and material

23 subjects participated in the experiment (17 areh6 women, 25.4 years old
on average, SD=5.7) including engineering studemtists, and administrative
staff members, all native speakers of French.

We chose to investigate Ekman’s six fundamentaltem® [11] (Joy, Disgust,
Sadness, Surprise, Fear, and Anger) because theyedrdocumented and
known to be universally perceived [10]. The reldsxal expressions were

generated in Posent{p://my.smithmicro.com/win/posérfollowing Ekman’s

review guidelines [11]. We implemented one exprs$or each emotion and
chose a congruent short sentence to be assoaa¢edh of them: Joy was
associated to “I watched my favorite program”, Szdnto “I have to work all
weekend”, Disgust to “We’re being served spina&uprise to “My train is 20
minutes late”, Fear to “I've lost my father’'s phdnand Anger to “Charles has
hidden my book”. The sentences were chosen sdah@tmeaning would not be
straightforward, thus leaving minimal uncertairtigttthe facial expression
allowed to resolve. Conversely, the sentence hatdawide minimal cues for

decoding the facial expression, given that our go#d investigate how



modalities cooperate with emotion decoding. Allteenes were synthesized in
French with voice intonation set to neutral, usitgpela’s Virtual Speaker text-

to-speechHttp://www.acapela-group.cojrdnd GoldWave audio editor

(http://www.goldwave.con/

The integration of speech and facial expressionpeaformed with Poser: lip-
synching was generated automatically, and thelfeg@ressions were inserted
manually following 5 patterns inspired from Allertigpology of temporal
relations [1]. Table 1 describes these patterngpsesenting only the most
expressive stage of facial expressions (the apesysiain), which represented
approximately 30% of the utterance duration (m=4&fes and 1.41 sec),
except for the “during speech” condition, in whitle apex covered
approximately 60% (m=81.7 frames and 2.72 sec}tefance duration. Attack
and decay phases (the onset and offset), not eiezsin Table 1, lasted 611 ms
each on average (m=18.34 frames), which corresptorgéow” onsets and
offsets [20]. The “during speech” condition corresgs to the aforementioned
synchrony paradigm (in which the facial expressiovers the whole utterance).

Name Illustration

Before speech

Beginning of speech

During speech

End of speech

After speech

Table 1. The five temporal patterns tested in ttpeament.

The resulting 30 animations (5 temporal patterng&zh of the 6 target
emotions) comprised 110 to 150 frames, depending®tength of the spoken
sentence and on the combination pattern chosem aniaiverage duration of 4.55

seconds in total.

3.2.2. Procedure

We used a full within-subject factorial design w&lstages. In the first stage, each
subject had to successively examine the 30 animatioa random order, label

each one with the emotion perceived (in the sulsj@tn words) and rate its



perceived intensity on a 7-point Likert scale (Fe&gure 1 left panel). In
completing this exercise the subject could repkEgheanimation as many times as

necessary.

EMOTION:

COLERE

Veuillez cliquez I'image pour faire commencer la vidéo
NUMERO DE LA VIDEO: 18

Veulllez noter ce numéro dans vatre papier et répondre la question Veulllez cliquez I''mage pour faire commencer la vidéo I:.,v

Et répondre les questions Prachain groupe

Boior| |
Le numéra de la vidéo : | |
+
Veulllez indiquer le niveau de réalisme d'aprés vous:
D'aprés vous, quelle émotion exprime-t-il (I'agent) ? A B c D E
Trés
i o o o o a
Veuillez indiquer le niveau d'intensité de cette émotion : fealzee
Pas du tout - — , Trés o o o o o
intense B d B z] o g intense :
1 o o o o a
1
o o o o o
4
l o o a o a
o o o o o
Pas du
bout o o o o a
réaliste
Vous préférez la quelle le plus?
A | B | ¢ | o |
a } =] I o I o I =]

Figure 1: Left panel: test interface for the fiskige: animations are randomly presented one by
one, and subjects label the perceived emotion atedits perceived intensity. Right panel:
interface for the second stage: blocks of 5 anwnatare associated to the same target emotion;

subjects rate perceived realism and express thefierence).

In the second stage, the 5 animations generatealdimen emotion
(corresponding to the 5 temporal patterns) werkegatl in a single display (the
arrangement of the 5 animations within the disptag randomized) and the
intended emotion was brought to the subject’s eqee right panel in Figure 1).
Subjects rated the realism of each animation usingpoint Likert scale, and

chose their preferred animation out of the 5 diggdia

3.2.3. Data collection and analysis

The recognition of the target emotion for each atiom was scored as true (1) or
false (0) by 2 independent judges by examiningethetion label or labels which
subjects attributed to the various animations. jildges first obtained 92.03%
agreement. To form the final dataset, discrepamnvees solved by consensus

between the judges. For example, when severaldatesie used for a single



animation, one judge tended to consider that ratiogrwas achieved as far as
one label was relevant, whereas the second judygdsyed such answers as
wrong as far as one label was irrelevant. We finatlopted the latter, more
conservative, rule in order to prevent a ceilinigefand maximize the likelihood
of observing differences between our various expenital conditions.

The duration of each trial (time used to view thexation, label the emotion, rate
perceived intensity and validate the trial) wa® abkcorded as an indirect index of
ease of recognition. The other variables colleetete perceived intensity of
emotions, perceived realism (1 to 7 scores) angtékerence ratings (1 or O for
each animation). Data were analyzed by means of WhKwith Emotions and
Temporal Patterns as within-subject variables. éfisH_.SD was used for post-
hoc pairwise comparisons. Moreover, linear corr@eanalyses were performed
on the whole set of dependent variables (recognitital time, perceived

intensity, realism and preference).
3.3. Results

3.3.1. Decoding performance: recognition, response time, and perceived

intensity

100 100

- oy
60 Disgust
; ’ / . \ = === Surprise
40 —— - - o040 5 —————————————————————————————saasees Sadness
/ — - Fear
20 Anger
0 0
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Recognition (%)
Recognition (%)
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N
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Figure 2: Effect of Temporal Patterns on recognitiate (left panel) and interaction between

Temporal Patterns and Emotions (right panel).

The overall average recognition score amounte@%. The main effect of
Emotions on this performance proved to be sigmifi¢&(5/105)=4.84; p=0.001;
n2=0.187), with Anger being significantly better ogoized than were all other
emotions (p<0.017). Temporal Patterns also sigamfily influenced recognition
performance (F(4/84)=5.92; p<0.001=0.220; see left panel in Figure 2). The
“before speech” condition yielded significantly lesrecognition rates than all

7



other conditions (p<0.025). The most effective ¢bods were “end of speech”
and “after speech”. In particular, it is worth miening that subjects were
significantly more effective in the “end of speec¢han in the “during speech”
condition (p=0.05).

An interaction was also observed between EmotiodsT@mporal Patterns
(F(20/420)=2.41; p<0.0012=0.103; see right panel in Figure 2), showing that
the influence of the Temporal Patterns varied ddimgnon the emotion
expressed: for example recognition rate for Angas always high and did not
depend on the Temporal Pattern displayed, wheesagnition rate for Fear
varied between 23% (“before speech”) and 82% (‘&ir&gpeech” condition).
Subject gender did not affect the recognition ré€$/21)=1.19; NS).
Response time was analyzed on a subsample of Z&tjtsince the recording
procedure failed for one of the subjects. Averagponse time for a trial in the
first experimental stage was 25 sec. We observdaomain effect of Emotion
(F(5/100)=3.60; p=0.00512=0.152) for this variable: for example responseeti
for Disgust and Sadness was lower than for Joypr&erand Fear (p<0.07).

6
5

4
1
0 0

——Joy

Disgust

w

- - aSurprise

N

Sadness

Perceived Intensity (/7)
Perceived intensity (/7)
w

1 e Fear

Anger

Before Beginning During End After Before Beginning During End After

Figure 3: Effect of Temporal Patterns on the peexintensity of emotions (left panel) and

interaction between Temporal Patterns and Emotiogist panel).

As for perception of intensity, a main effect of &ions was observed
(F(5/105)=9.19; p<0.00112=0.299): the expression of Disgust was perceiged a
significantly more intense than that of the oth@og&ons (p<0.001), which did
not significantly differ from one another. TempoPatterns also influenced the
perceived intensity of emotions (F(4/84)=5.93; €0, n2=0.216; see Figure 3
left panel): the “during speech” condition resultedignificantly higher

perceived intensities than did other temporal pattenditions (p<0.011), which
did not differ significantly from one another. Thawas an interaction between
Emotions and Temporal Patterns (F(20/420)=2.89;@31)n2=0.106; see right
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panel in Figure 3), suggesting that the influenic@emporal Patterns was not
constant over all emotions: for example the “affgeech” condition resulted in
more intense perception of Disgust but tended toedese the perceived intensity
of other emotions.

3.3.2. Realism and preferences

Scores for perceived realism vary significantly eleging on the Emotions
(F(5/105)=2.79; p=0.0211?2=0.117): for example, the expression of Disgust
obtained higher scores of realism than did expoessof Joy and Fear (p<0.07).
Temporal patterns also influenced perceived reall5@#84)=24.19; p<0.001;
n%=0.535; see Figure 4 left panel): the conditiorcpwed as most realistic was
“during speech” (p<0.001) and the one perceiveléast realistic was “after
speech” (p<0.008). An interaction between Emot@md Temporal Patterns
(F(20/420)=3.45; p<0.0012=0.141; see Figure 4 right panel) shows minor
variations in this result.

6 6

IS

S N\ S
¢ = Joy

5 % ‘."-
4
' 3 / \ Disgust
Y e eaSurprise
2
------- Sadness
1 . w— = Fear
Anger
o 0

Before Beginning During End After Before Beginning During End After

Realism (/7)
w
Realism (/7)

N

Figure 4: Effect of Temporal Patterns on the peexirealism of animations (left panel) and

interaction between Temporal Patterns and Emofiogist panel).

Temporal Patterns also significantly influencedjeats’ preferences
(F(4/84)=25.87; p<0.0012=0.552): the “during speech” condition was preddrr
to all others (p<0.001). An interaction between BHors and Temporal Patterns
(F(20/420)=1.87; p=0.013?=0.082) showed that these preferences are more or
less strict depending on the displayed emotionek@mple the “during speech”
condition was largely preferred for the expressibBadness and less strongly so
for the expression of Surprise, which was also vet#d in terms of preference, in

both the “before speech” and “beginning of speaxdiditions.



3.3.3. Correlations between variables

To complete our data analysis we performed painlingar correlation tests on
our five dependent variables (see Table 2). Reshtisy that the recognition score
is negatively correlated to response time and doesorrelate with any other
variable. Intensity and realism correlated negéatit@ answer time; perceived
intensity correlated positively to both realism autbjective preference ratings.

Finally, preference and realism were exhibitedangjly positive correlation.

Answer time -0.2

Intensity (-0.01) -0.31

Realism (0.09) -0.32 0.53

Preference (-0.02) (-0.07) 0.5 0.8
Recognition Answer time Intensity Realism

Table 2: Linear correlation coefficients between dependent variables. Weak correlations that
can be considered as null (r|<0.2) are in pareethand italics, medium correlations (0.2<|r|<0.4)

are in normal font, strong (0.4<]|r|<0.6) and vergrgy (|r|>0.6) correlations are in bold font.

4. Discussion and conclusion

Some of our results, for example the average ratogrscore of 72%, provide
indirect validation of our designs of facial exmgiesis. Anger was particularly
well decoded and our expression of disgust wasepeard as globally more
intense (and more realistic) but the other stiroahstituted a homogeneous
corpus. The differences between our recognitiossrahd those obtained by
Ekman [10] can be explained by several facts. lifirgéte used animations instead
of static images. Secondly, synthetic charactetisatare human features. This
could have allowed for superior recognition rag.(anger) when compared
with real pictures as in Ekman’s work. Conversetyerfections in some of our
models of facial expressions and/or in graphicatiezing, as well as the specific
format of our protocol (free response instead ofdd-choice format) could
explain why other recognition rates (e.g. for jasgre inferior to Ekman’s.

In any case, the most effective combination of speand emotional facial
expression consisted in positioning the facial egpion at the end of speech
utterances. This animation pattern significantlypeuformed (with a 10%
improvement of recognition) the more realistic dymony paradigm, which is an

unexpected and interesting result. Closer exanoinatf interactions between
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temporal animation patterns and emotions, suggiestshe synchrony (or
“during speech”) condition gave rise to poor redtgn scores (i.e. lower than
the average recognition rate) for expressionsaf furprise, and disgust (see
Table 3 for a summary of our design recommendatio®nhance recognition of
emotions by users). Furthermore, the expressialisgiist is a noteworthy
exception to the good performance of the “end eksph” condition: disgust was
much better recognized (+26%) when displayed #fieispeech. The expression
of disgust involves special movements of the lipgcly are important to
distinguish it from anger (which shares some festwf the nose, eyebrows and
eyes expressions with disgust) and from the “chgflstate (which share features
of the eyes and eyebrows with disgust [24]). Thég/raxplain why disgust is
better recognized when the lip movements are destlda the expression of

emotions, i.e. in the absence of speech articulatio

Emotion: | Tobefavored: To beavoided:
Anger During speech
Disgust After the speech At the end of or duringesyh
Fear At the end of speech During or before speech
Joy After the speech and/or accented at the|eAtithe beginning of speech
Sadness Accented at the end of speech Beforettoe Aeginning
Surprise At the beginning of speech (preferably) |oburing speech

at the end of speech

Table 3: Design recommendations to position faeig@iressions of emotion with respect to speech

utterance in ECAs in order to increase recognitibemotions by their users.

The temporal pattern also influenced the perceinahsity of emotions, but in a
different way: the “during speech” condition regdlin higher perceived
intensity, which can be attributed to the totaladiom of the facial expression —in
the “during speech” condition the facial expressi@s twice as long as in all
other conditions — and is consistent with existitegature suggesting that
duration and intensity are correlated in the geim@rd23] and perception [25] of
facial expressions. However, variations in the tiareof facial expressions
constitute a limitation of our study and would regua new experimental iteration
in order to be better understood: in particularwesder whether they might
introduce biases in the evaluation of realism stheecorrelation matrix showed
that realism was strongly correlated to intensftthe stimuli.

Conversely, the fact that other temporal patterdsidt significantly interfere

with the perception of emotion intensity is a pesitinding and suggests that
11



flexibility in encoding emotion intensity is presed when manipulating the
temporal coordination of speech and facial expoessof emotion.

The synchrony or “during speech” condition showgghificantly higher realism
and preference scores than all other conditionacélene should adapt the
animation strategy according to the primary goahefapplication since one
cannot optimize both realism and decoding perfogeat the same time. A
tradeoff can be met with a “during+after” coordinatpattern: we have chosen
this solution in designing a tool for socio-cogwititraining for people with
autism, in which both recognition effectiveness egalism were important [15].
Correlations observed between our dependent vagaiéo indirectly validate the
global consistency of our dataset: the stimuli Wwhiere processed faster were
better recognized, rated as more intense, and raalistic. However, the strong
correlation between realism and user preferencesofhe discussion related, for
example, to the “Uncanny Valley” theory which prdyegarticularly well suited to
model the realism of agent behavior [14]. This tiggoedicts that agents
demonstrating high realism might be less well eat#d than agents
demonstrating only moderate realism, which is irststent with our results. To
explain this discrepancy we hypothesize that oentgghave not reached the
valley boundaries in this experiment, since we wsedutral speech intonation
with facial expressions of emotions in an emotiaualtext. The average realism
score obtained by our animations (m=4.550.2) might therefore still position
our agents as being “moderately realistic” explagrihe positive evaluations they
received. Such hypothesis opens up avenues foerparimental investigations:
one of the first steps in our future work will cstsn introducing emotional
speech prosody [8], diversifying the sentencesaatsnl to each emotion and
replicating the present protocol. Other future ciens will be to include longer
sentences and the expression of mixed emotiorZ2[2which may surely raise

new challenges for animation and perception of emnsetin ECASs.
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